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Dear PhD candidates,

The fib is very happy about the 13th fib International PhD-Symposium in Civil Engineering and very pleased with the organization of Chairman Jean-Michel Torrenti and his colleagues.

The PhD Symposia are very pleasant events, with clever young researchers meeting socially and sharing experiences. Unfortunately, it is not possible to meet in person this year.

The PhD Symposia were initiated in 1996 by fib Honorary President Győrgy Balázs, who saw the value of such events.

Now it is your turn to benefit from presenting your own work and enjoy the work of others. You can take the opportunity to perfect your presentation technique but remember that no one knows your material better than yourself. And it is difficult to present complicated topics you know so well to others, who are experts but not in your field. Communication will be important in your whole career.

Best of luck, and make sure to seize this opportunity.

Tor Ole Olsen

President of the International Federation for Structural Concrete (fib)
A long-standing tradition of the *fib*, the PhD Symposia started in 1996. They were established by Prof. Balázs in Budapest to support young researchers and practitioners. Since then, the *fib* National Groups have already organised twelve symposia. The PhD symposia have become highly-recognised events, boasting the participation of international experts attending the symposia as PhD students’ supervisors or keynote speakers. A two-year interval between each symposium allows for a thorough preparation of the event and for a sufficient amount of new information. The spirit of these symposia is to allow for a relaxed and friendly atmosphere, which befits the young generation.

The 13th *fib* Symposium was to be held in Paris, following the previous symposium in Prague in 2018. But 2020 was a very special year, and we have to deal with a world pandemic. Due to this unfortunate event, we decided to split the symposium into two parts. In 2020 (26 to 28 August), we have an online symposium dedicated to the students that are defending their PhD this year. In 2021 (21 to 23 July), we hope we will be able to organise a more traditional PhD symposium in Paris with the students that will finish their PhD later. The online symposium will be a new experience, and we will learn from its organisation for future *fib* events.

Two organisations are involved in the preparation of these events: The University Gustave Eiffel and the École normale supérieure Paris-Saclay, with the support of the French association of civil engineering (AFGC - representing the national *fib* group) and the University - Association of Civil Engineering (AUGC) and, of course, of the *fib*.

After a classic review process, the 40 selected papers for 2020 are divided into four themes for the oral presentations with two parallel sessions over three days. Thirty minutes are allowed for each presentation in order to have the opportunity for a long discussion, which is a part of the spirit of these PhD symposia. The best papers will be rewarded by our sponsors (BASF-Masterbuilders and EFB-école française du béton) and by the *fib*. It is a great pleasure for us to express our gratitude to all the sponsors who contributed to the organisation of the symposium.

For 2020, a keynote enriches the program. Bernard Mathieu (https://www.hop3.eu/experts/bernard-mathieu) will present his views about the existential challenge of concrete in a carbon-neutral economy. This topic is very important, especially for young researchers, who will certainly be involved in this challenge.

The social programme usually is very important in the PhD symposium for networking between young participants. It is not possible this year, and we will do our best for the second part of the symposium in 2021.

Finally, let us wish to all participants – especially PhD students – an interesting event. We hope that this Symposium will help them to progress in scientific work and perhaps also in the *fib* activities.

Jean Michel Torrenti, University Gustave Eiffel & Fabrice Gatuingt, École normale supérieure Paris-Saclay.
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Sofiane Amziane - Chair

Organizing committee

Jean Michel Torrenti – Chair
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Innovation in materials and structures
Application of bonding concrete to reinforcement using adhesives in steel concrete composite structure

Oleksandr Horb, Yurii Davydenko, Oleksandr Shkurupii, Pavlo Mytrofanov

Name of Institute,
National University «Yuri Kondratyuk Poltava Polytechnic»,
Pershotravnevyj Ave. 24, Poltava (36011), Ukraine

Abstract
The article contains information about the application in building practice of the method of bonding liquid concrete mixture to the external and internal reinforcement in the form of profiled and sheet steel to ensure the joint work of steel and concrete in the bearing structures. An algorithm for the investigated structures calculations taking into account the physical and mechanical adhesive joint properties was considered. The results of the experiments are compared with the theoretical calculations. The possibility of applying the proposed ensuring the joint steel and concrete work method in the manufacture of real building structures bearing elements was proved.

1 Problem statement
Among the latest achievements in the field of construction the leading place is occupied by development of progressive constructive elements based on the rational combination of steel and concrete in complex structures. All research aimed at reducing material costs, reducing the complexity of basic technological processes and the total cost of the final product.

To a large extent, the tasks can be solved by the wider use of steel-concrete composite structures (SCCS), in which steel reinforcement in the form of sheets, profiled flooring, rolling elements, rectangular or cylindrical closed profiles and conventional rods works more efficiently with the concrete component due to their intended use in relevant areas.

However, developers of composite structures face the problem of ensuring the joint work of concrete and steel. In such cases, traditional anchors are often used, which are too expensive and time consuming. Acrylic adhesives are increasingly being used in construction to solve this problem. The connection of ready-made concrete blocks to each other and metal plates to concrete elements was investigated by means of joining acrylic glues of different compositions. But still not enough research structures in which freshly laid concrete mix is glued to steel elements.

Today, among SCCS, one of the most researched and most common are compressed reinforced concrete elements reinforced with steel sheets, I-beams with side cavities filled with concrete and reinforced concrete slabs on profiled flooring. In these structures the problem of joint work of steel and concrete is relevant, because the cost of complex anchors (including the cost of material and installation) can reach 20% of the total cost.

Thus, the study of strength, deformability and load-bearing capacity of reinforced concrete elements while ensuring the joint work of their components with acrylic glue, developing methods for their calculation is the actual problem.

2 Analysis of recent research and publications
Modern scientific trends demonstrate the increasing interest of researchers in the use of polymer multicomponent materials in construction. In Ukraine, the main centers of such research are the leading universities of Kharkov, Kyiv and Poltava. They proved that it is optimal to use multicomponent acrylic glue to ensure the joint work of concrete and steel in load-bearing elements [1]–[4]. It is simple and reliable to manufacture, has high durability, low viscosity, which does not depend on ambient temperature, and fits well. Compared to this glue, even modern anchors are much more expensive and material-intensive, and their installation is more time consuming and requires the use of special equipment. Based on the experience of previous foreign scientists research [5]–[10], it was decided in traditional steel-concrete structures for the connection of steel and concrete used instead of the usual anchoring of joints based on acrylic adhesives.
To determine the strength and deformation of multilayer elements, the theory of composite rods was adapted, which allows to take into account the physical and mechanical characteristics of the glue. The obtained calculation algorithms showed good agreement with experimental data and suitability for introduction into engineering practice.

3 Formulation of the article goals

The purpose of writing this article is to analyze and publish the results of experimental and theoretical researches of steel-reinforced concrete elements made by the method of gluing liquid concrete mixture to a fixed steel formwork.

4 The main material

Given the research objectives for obtain experimental results that will make it possible to draw conclusions about the work features of SCCS using glue connection authors have designed two groups of experimental samples (Fig. 1). The most effective composition of the adhesive (AST-T acrylic plastic) was used for construction works with the ratio of components – 1:1:2, where 1 – polymer (powdered component – methyl ester of methacrylic acid), 1 – hardener (liquid component – suspension polymer based on methyl acrylate), 2 – filler (quartz sand with a grain size of 0.315 mm).

---

**Fig. 1** Experimental studies scheme of structures with concrete and steel adhesive joints.
Samples of compressed elements – steel-reinforced concrete racks of I-beam cross-section with concrete-filled cavities and concrete prisms 630 mm high are framed by steel plates on four sides along the perimeter. The racks are formed by welding I-beam №16 with a length of 1.92 m with end steel plates measuring 160×82×4 mm (Fig. 2, a). In sample CP before concreting the surface of the metal part in contact with the concrete is lubricated with acrylic glue in compliance with the appropriate technology. The second type of samples is formed by welding two vertical formwork sheets measuring 630×150×4 mm and two horizontal formwork sheets measuring 150×150×12 mm (Fig. 2, b). The formed form is filled with concrete in horizontal position. The samples differ from each other by the presence of an adhesive connection, i.e. samples C0 do not have an adhesive connection, and in samples C2, C3 this connection is present (Table 1).

![Design of samples](image)

**Fig. 2** Design of samples a): 1 – I-beam №16, 2 – end plates; b): 1 – end plates, 2 – external sheet reinforcement; c): 1 – profiled flooring H75-750-0.8, 2 – monolithic concrete slab, 3 – adhesive joint.

Designed prototypes of monolithic slabs on the profiled flooring are rectangular in plan 800×1200 mm, which are formed by the bearing profiled flooring H75-750-0.8 with a zinc coating with a thickness of 275 g/m², on top of which is arranged a monolithic concrete slab with a thickness of 40 mm with filling corrugations (Fig. 2, c). In two samples of the P2 series, before concreting, the surface of the metal part in contact with the concrete is lubricated with acrylic glue.

**Table 1** Characteristics of experimental samples.

<table>
<thead>
<tr>
<th>Number</th>
<th>Test method</th>
<th>Series of samples</th>
<th>Graphic model</th>
<th>Dimensions l×w×h, mm</th>
<th>Presence of adhesive connection</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>compression</td>
<td>CP</td>
<td><img src="image" alt="Graphic model" /></td>
<td>160×82×2000</td>
<td>+ (with filler)</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>C0</td>
<td><img src="image" alt="Graphic model" /></td>
<td>150×150×630</td>
<td>-(without filler)</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>C1</td>
<td><img src="image" alt="Graphic model" /></td>
<td>+ (with filler)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>C2</td>
<td><img src="image" alt="Graphic model" /></td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>bend</td>
<td>P0</td>
<td><img src="image" alt="Graphic model" /></td>
<td>1200×800×115</td>
<td>+(without filler)</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>P1</td>
<td><img src="image" alt="Graphic model" /></td>
<td>+(with filler)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>P2</td>
<td><img src="image" alt="Graphic model" /></td>
<td>+(with filler)</td>
<td></td>
</tr>
</tbody>
</table>
The experimental research program includes the study of changes in the stress-strain state of the test specimens under the action of longitudinal force (CP, C0, C1, C2) (Fig. 3, left) and bending moment (P0, P1, P2) (Fig. 3, right, Fig. 4).

The bearing capacity of compressed elements depends on the stability of the steel part, both general and local. That is, the destruction of the I-beam occurred due to the loss of overall stability along the sinusoid (446 kN). The effectiveness of the adhesive joint is evidenced by the fact that the concrete, even after the load-bearing capacity has been exhausted, does not chip off even in places of maximum deformation.

As a result of tests it was determined that the bearing capacity of test samples C0, C1, C2 (Fig. 5, left) depends on the strength of the steel frame and concrete prism connection, which in turn depends on the presence and type of adhesive mixture used for connection steel and concrete. Thus, the lowest bearing capacity among the prisms was the sample C0, in which the contact of steel and concrete was provided only due to the adhesive properties of the concrete mixture, namely 290 kN. Samples using an adhesive joint between concrete and steel showed significantly better results, exceeding the previous value by 1.76 and 2.28 times (C1 – 510 kN, C2 – 661 kN).

Speaking about the bearing capacity of the plates, it should be noted that the use of the adhesive mixture with the filler allowed to increase the bearing capacity of the sample P0 in comparison with P1 and P2 by 2.1 and 3.7 times, respectively (Fig. 5, right).

During the testing of the slabs it was found that the predominant steel part deformations over the concrete block deformations indicate the primacy of the stretched part destruction. This was expressed in the sheet separation from the concrete with the subsequent local stability loss of the vertical ribs, which led to bending of the sheet at the maximum internal forces site and instantaneous cracking of the slab in the same section.
During the research, strain gauges were used to measure the relative deformations, which were glued in the places where the greatest stresses were expected to appear (Fig. 6). After processing the measurement results, dependence graphs of the relative deformations on the load within the materials elastic stage were obtained (Fig. 7).

The destruction of slab samples occurred due to the separation of corrugated board from the concrete block (Fig. 8, right). This process began with the extreme faces, where the complex stress-strain state of structures caused by the mutual influence of the components on each other was less pronounced. Next, samples P1 and P2 had a gradual separation of the steel sheet with visual fixation of the loss of...
local stability of the ribs in the middle of the span, as evidenced by a significant increase in deflections with low bearing capacity (Fig. 8, left).

![Image](image.png)

**Fig. 8** Dependence of deflections on the load and the appearance of samples after failure.

**Table 2** Algorithm for determining the reduced to a rectangular cross section samples bearing capacity according to the theory of composite rods, where $b$ – sample width, $f_{cd}$, $f_y$ – strength of materials, $M$ – moment from external load, $v$ – the distance between the steel and concrete rods centers of gravity, $h_0$ – working height of section.

<table>
<thead>
<tr>
<th>Number</th>
<th>Determined value</th>
<th>Formulas</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>compressed and stretched zones bearing capacity checking</td>
<td>$M \leq M_c = b \cdot x \cdot f_{cd} \cdot z_c$; $M \leq M_s = A_s \cdot f_y \cdot z_c$</td>
</tr>
<tr>
<td>2</td>
<td>inner pair of forces arm</td>
<td>$z_c = h_0 - 0.4 \cdot x$</td>
</tr>
<tr>
<td>3</td>
<td>height of the compressed zone</td>
<td>$x = \frac{(N^0 - T)}{b \cdot f_{cd}}$</td>
</tr>
<tr>
<td>4</td>
<td>axial force in rods</td>
<td>$N^0 = \frac{M^0}{v}$</td>
</tr>
<tr>
<td>5</td>
<td>total moment</td>
<td>$M^0 = V_0 \cdot \xi^2 \cdot b \cdot h_0 \cdot f_{ctk} + A_s \cdot \frac{R_s \cdot v + T \cdot v}{h_0}$</td>
</tr>
<tr>
<td>6</td>
<td>shear force</td>
<td>$T \equiv \frac{0.8M}{h_0}$</td>
</tr>
<tr>
<td>7</td>
<td>reinforcement area</td>
<td>$A_s = \frac{2M^0 - Th_0}{f_y h_0}$</td>
</tr>
</tbody>
</table>

The optimal method for determining the bearing capacity of steel-reinforced concrete structural elements under the action of bending moments is the calculation according to the theory of composite rods (Table 2). Composite rod is a non-monolithic rod, the cross section of which consists of several separate parts that are not tightly enough connected to each other, which makes it necessary to take into account the pliability of the connections. Among the SCCS, the most typical examples of composite rods are elements with external rigid reinforcement (beams and racks framed with steel sheets, slabs on profiled flooring, etc.) and reinforced concrete I-beams with side cavities filled with concrete. The cross section of the samples was reduced to a rectangular shape with one horizontal adhesive seam (Fig. 9) to simplify the calculation algorithm.
Traditional methods for determining the bearing capacity of normal sections under central compression do not have significant differences with the theory of composite rods, and when eccentricities appear, the calculation is carried out by analogy with bending elements.

The highest accuracy in the calculations of the plates was achieved using the method taking into account the adhesive joint material properties according to the theory of composite rods and the discrepancy did not exceed 4% (Table 3). This was achieved in the case of the adhesive mixture with a filler use, which made it possible to work the components of the cross section together until complete destruction. In slab elements without adhesive joints and with adhesive joints without filler, the steel and concrete parts lost their bond in the early stages of loading, which led to a significant reduction in bearing capacity due to their separate operation.

The inability to take into account the effect of the type of adhesive joint on the final bearing capacity in the approximate methods gives an inaccurate result. Acceptable calculation results of the I-beam column by both methods are explained by the creation of concrete volume-stress state, which eliminates the significant influence of the adhesive on the bearing capacity.

### Table 3  Comparison of the experimental and theoretical research results.

<table>
<thead>
<tr>
<th>Series of samples</th>
<th>Bearing capacity, kNm</th>
<th>Divergence, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experiment values</td>
<td>Theoretical values</td>
</tr>
<tr>
<td>P0</td>
<td>5.25</td>
<td>18.15</td>
</tr>
<tr>
<td>P1</td>
<td>9</td>
<td>11.45</td>
</tr>
<tr>
<td>P2</td>
<td>19.2</td>
<td>19.87</td>
</tr>
<tr>
<td>C0</td>
<td>290</td>
<td>638</td>
</tr>
<tr>
<td>C1</td>
<td>510</td>
<td>502</td>
</tr>
<tr>
<td>C2</td>
<td>661</td>
<td>667</td>
</tr>
<tr>
<td>CP</td>
<td>446</td>
<td>470</td>
</tr>
</tbody>
</table>

### 5 Conclusion

At all stages of loading in structures with glue connection of steel and concrete with the help of acrylic glue with filler, their compatible work is ensured. Detachment and loss of local stability steel elements was observed only at the moment of destruction. These circumstances suggest that these structures are reliable in work and operation, and the proposed method application of ensuring the steel and concrete...
joint work by gluing – an effective and promising type of connection of components of load-bearing structures in various fields of construction. All samples were tested for static short-term loads, and therefore there is a need for further studies of the proposed adhesive joints for long-term and dynamic loads. It is very important to further study the fire resistance of the proposed structures, especially their external steel reinforcement. Also today the behavior of the adhesive joint under the action of extreme temperatures is insufficiently studied.
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Development of new-generation, eco-friendly thermal insulation board
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Abstract
Nowadays the environmentally friendly thermal insulations become more popular, but most of them have poor insulation performance. The commonly used artificial materials have better performance than natural materials, but they have a higher price and a bigger environmental footprint. This research aims to develop a natural, eco-friendly straw-based insulation board. At the first phase of the research, the most favourable conditions of natural straw were searched. It was investigated that what kind of modifications can reduce the thermal conductivity of the natural fibres and which type of binder could ensure the fire resistance. After all manufacturing processes, the material has to remain still environmentally friendly. Results of two types of investigated bonded and non-bonded straw showed obviously, which is the most optimal density (in compacted condition) for the insulation boards. Due to our results, the macro- and microstructural modifications could reduce the thermal conductivity by 8% and 11% respectively. The treatment and the special binder provide the fire resistance for almost 30 minutes, while the insulation remains eco-friendly.

1 Introduction
Sustainability is essential properties of all building materials. Thus, it is important to monitor the quality of the built-in materials [1]. Nowadays the refurbishment of a building includes the thermal insulations, and new structure can build only with applying thermal insulating materials. Standards regulate the thermal transmittance, so this also affects the thickness of insulation.

There are some natural or reused material based thermal insulations in the low-density range which have satisfactory performance[2], but these are not applicable for facades which have specific requirements. The available environmentally conscious insulation materials which are suitable on facades still have poor performance, so large thickness is needed to use to satisfy the regulations [3]. The consequence of this situation is a high amount of built-in material, which means unnecessary use of energy and resources. But the thermal insulation of the building with any type of material is effective itself if only the operating energy demand is considered. In most cases, the applied insulation materials are mineral wools and polymer foams [4]. These materials need a considerable amount of embedded energy during manufacture [5] [6]. The melting of the mineral wools base material requires very high temperature, and its binder is also a synthetic polymer resin[7]. The base material of insulating foams is fossil petroleum. Both of these types of material generate waste in the future which needs to be deposited or need to find efficient recycling technology (current technologies are not efficient enough) [8]. Some type of reuse of grinded foams need a cement-based binder, so these have also high embedded energy [9].

The fire resistance of commonly used polymer foams (mainly polystyrene) is inferior, and they generate toxic gases during a fire [10]. Mineral wools are classified as A1 fire reaction category by the standards (MSZ EN 13501-5-2006), but the resin of the fibres also can generate toxic gases.[10]. Most of the natural fibre-based insulation contain polymer resins or contain toxic flame retardants [11]. Because of these reasons, such a fire-resistant environmentally friendly insulation is needed, which has competitive performance and price and also a minimal environmental footprint. Because straw can be found in almost every country and it has a very suitable structure for application as insulation, it was chosen as a base material. Besides these, the developed material can be used in many ways. For example, nowadays, thermal insulation filled masonry blocks appears in more and more manufacturers in Europe. This is well illustrated by the growing research number dealing with these materials using different artificial and natural-based thermal insulation materials to fill the...
masonry blocks [12] [13]. The straw insulation is used in this type of bricks. Besides, it reduces the environmental footprint of the product.

2 Methodology/research program

2.1 Objective

The development of new material is usually a complicated task, but in the case of using natural raw material, it becomes more complicated. The material has to provide at least the same insulation performance as commonly used insulations, and it has to satisfy many criteria while it stays still environmentally friendly. The other obstacle is that the applied stem (fibre) is not artificial, where almost every property is well controlled during production. Every straw stems have specific natural material properties (macro and microstructure). With the modification of initial material structure in macro and micro levels, the suitable material properties can be reached. The applied binder is also a new material because there was not any kind of binder in that which can be used economically and it is acceptable in case of building material, that satisfies all of the criteria of eco-friendliness. With thermal insulation, more than two tons of eq. CO\textsubscript{2} can be saved in each year/family house. But with the newly developed straw insulation material, it can be saved more. Because it has deficient production energy demand, the stems absorb CO\textsubscript{2} during their growth and the binder also can absorb CO\textsubscript{2}. So it generates less CO\textsubscript{2} emission than conventional thermal insulations.

The research was separated into four main parts: 1, Behaviour of stems without binder; 2, Behaviour of stems with a binder; 3, Properties of individual stems; 4, Binder composition. These parts contain several subsections. The supreme objectives were as follows: Biodegradability, fire-resistance, optimized thermal conductivity, good moisture permeability, low carbon emission during the manufacturing process and proper sound absorption. Most of the objectives have been reached already. The laboratory prototypes are satisfied with most of the criteria (Fig. 1).

![Laboratory prototypes of the straw insulation](image)
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Fig. 1 Laboratory prototypes of the straw insulation

Fig. 2 Embodied eq. CO\textsubscript{2} in the facade thermal insulation of the same 200 m\textsuperscript{2} family house
2.2 Materials
The investigated straw types were barley (type1) and a wheat (type2) straw. Type1 was compacted to a big bale, so most of the stems were injured, but it also contained intact stems. Type2 was made directly for us in loose bales, so most of the stems were intact. These materials were investigated in absolute raw condition and with modified structure too. Besides this, stems were examined in bonded and non-bonded conditions. The bonded specimens were different in phase 1 and phase 2 of the research. In phase 1, non-treated fibres were used with natural fibre length distribution, and a simple inorganic binder was used. In phase 2, treated fibres were used with defined fibre length, and a modified inorganic binder was used.

2.3 Measurements

2.3.1 Thermal conductivity
Every thermal conductivity measurements are done based on the guarded hot plate method. The measure conditions are regulated by MSZ EN 12667:2001 [14] and MSZ EN 1946-2:1999 [15]. All of the presented thermal conductivity results were measured at 10 °C mean temperature and based on a minimum of three individual test results. In the case of all presented experiments, all properties and conditions were constant. The investigated straw types were a barley (type1) and a wheat (type2) straw.

The first step was searching the optimal density, which results in the minimum thermal conductivity. It was also done in case of the bonded and non-bonded condition. In those cases, 150*150*50 mm (length, width, height respectively) specimens with ESP frame were used. These specimens were dry state during measurements and made according to the description of phase 1. The binder-fibre mass ratio was constant during these measurements.

In the next phase of research, the material properties of individual fibres were optimized. That stem length was searched, which gives the minimum thermal conductivity value. In another series of experiments (but parallel with the latter) the modification of microstructure (by different treatments) and its effect on thermal conductivity were also investigated. The treatment methods used different liquids, but the same stem-mass ratio. The length of the treatment time and the temperature was also the same. The pile of stems were filled to a thin-walled paper box which did not affect the results. The dimensions of the box were the following: 20 mm heights 300 mm width and length (paper type: 120 g/m²) (Fig. 3). In the investigation of the stem length effect, only the lambda value was measured. In the case of fibre treatments, the mass loss was measured, and the cross-section of treated stems was also investigated by SEM (Fig. 4).

Fig. 3 The measuring box filled with unit length fibres, (left) opened condition, (middle) closed condition, (right) specimen in the measuring equipment
2.3.2 Binder

In the present phase of research, the binder is a modified inorganic liquid, and the previous modifications are also used, in the new generation of specimens (phase 2 specimens). The binder has lots of functions in the final insulation board. It gives mechanical strength, protects the fibres against fire, water, insects, so it improves durability. Besides, it can ensure all of these functions must be environmentally friendly too. All of these functions of the binder were tested, but in this article, only some of them are published.

2.3.3 Fire resistance

The binder is one of the essential components of the fire resistance because it forms a protective layer for the organic fibres against inflammation (worthy of note materials categorized by "reaction to fire" by standards, structures have "fire resistance", but this word is easier to handle and understandable). The treatments of stems affect the fire resistance in a positive direction. The fire resistance tests was a unique measurement method using a gas lamp, a thermocouple, and associated digital thermometer was applied (Fig.5). Thermocouples were fixed to the centreline of the protected side of the specimen (sensor 1: against a gas burner flame, sensor 2: 4 cm laterally away from sensor 1). For each test, the specific performance of the gas lamp was the same, and the distance between the surface of the specimen and the front of the gas lamp tube was constant (50 mm). The maximum temperature of the gas flame was between 920-1100 °C. The test ended when the measured temperature reaches 200 °C, because at this temperature materials may melt, self-ignite. After the fire load, the tested specimen has to be cut in half, and the shape of the burned surface in the loaded cross-section examined. The maximum temperature of the flame was between 920-1100 °C. The measured temperature values were shown as a function of time. The insulating and integrity performance of the tested material ("I" and "E") was also investigated. So how long the straw insulation can withstand the generated heat or the flames and prevent it from breaching the other elements of the building. Our insulation was compared to mineral wool with the same density, which is known as fire-resistant thermal insulation. The sensor positions were absolutely the same as it is mentioned in 2.3.3.
3 Laboratory test results

The relation between thermal conductivity and density is clear from all types of measurements results. The results of non-bonded specimens give the minimum point of the thermal conductivity at the same density. The curve of bonded specimens has two local minimum (which are almost the equal value) one of them also belongs to that density like in case of bonded ones. From the diagram, it is clear that the binder increases the thermal conductivity (Fig. 6).

![Fig. 6](image)

From the results, it is visible that stem length had a measurable effect on thermal conductivity (Fig. 7). The resulted curve has an interesting shape, in the investigated region, it consists of two curves with two local minimums.

![Fig. 7](image)

The measurements of the treated stem thermal conductivity gave very instructive results. There are such fibre treatment methods which can reduce the thermal conductivity by 15% (Fig. 8). Besides this, some of the treatment methods did not affect or increase the thermal conductivity.

The phase 2 specimens contain the new binder and all of natural stem structure modification. In general, these specimens have 17% lower thermal conductivity than phase 1 samples (Fig. 8).
Fig. 8 Effect of treatments on thermal conductivity (left). Mean thermal conductivity of bonded specimens from research phase one and two (right)

Fire resistance test of 5 cm thick straw insulation shows that the protected side of the insulation needed 25 minutes to reach 200 °C while the loading flame temperature was between 900-1100 °C. The lateral sensor showed only a delay for 16 minutes long, after that the heating rate become dramatically slower than the opposite sensor's heating rate. The time-temperature curves of straw insulation consist of more accelerating and decelerating period. One of the most crucial observation is that all of the investigated specimens showed self-extinguishing behaviour. There was no fire spread only the carbonization was spread on the surface and cross-section of the specimen. The mineral wool specimens needed 18 minutes to reach 200 °C at the protected side (the diagram shows the mean of three specimens), so the straw specimens can inhibiting the heat spread favourable, in case of high temperatures (Fig. 9). In the following tests should be examined how long time is needed for the straw insulation to burn trough. For comparative the protected side of mineral wool temperature after fire load with the same length has to be measured.

Fig. 9 Time-temperature curves of fire resistance tests

4 Conclusions

- The laboratory test results of different straws give the same curve characteristic when the thermal conductivity is shown in function of density, but their absolute value shifts on the ordinate. Because the porosity and stem wall thickness is different for each variety, and it has a strong influence on thermal conductivity. But the other properties in specimens are mostly the same.
The applied binder increases the thermal conductivity of raw straw because it is a more dense medium which is more favourable for heat transfer, and the binder changes the contacts between fibres better.

The thermal conductivity of straw with natural length can reduce either by 8%. The thermal conductivity changes while stem length changes are changing. It is because of several parameters change inside the stem multitude while only the stem length is changing. For instance, this change results in a different number of the contact point between stems, and it affects the maximum length the heat can carry within one stem. Besides these things, it affects the gaps among stems which affects to the convection and radiation. All of these changes result in a different heat transfer process.

Treatment can change the thermal conductivity of fibres either by 11%. These results were following microscopic observations because the porosity of straw was inversely proportional to thermal conductivity.

The time-temperature curves of straw insulation consist of more accelerating and decelerating section. This is because the generated char protected the intact parts while the huge ventilation did not take it from the loaded section. And this phenomenon was repeated while the specimen reached 200 °C. While the char protects the underlying material, the possible humidity can evaporate only more slowly. This phenomenon makes the curve's slope smaller. When all of the humidity leaves the next layer of the underlying material, the temperature will increase.

The thermal properties of natural straw can be significantly changed by the application of macro- and microstructure modification, and these modifications are also effective if the stems are bonded to form a composite.

Based on the test results, the material can be used as a facade thermal insulation board, and its properties can be further improved by further development. In the future should be investigated the bonding of plaster in case of cyclic vapour loading and have to be measured the force required to break the fixing dowel.
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Abstract

Dredged river sediments are considered as a promising alternative for aggregates. In the Paris region, these sediments contain a significant content of Corbicula shells. This paper seeks to investigate drying shrinkage and mechanical properties of concrete containing Corbicula shells, as coarse aggregates (0%, 2.5%, 5%, 7.5%, 10% and 20% by volume). The obtained experimental results show that the Corbicula shells can be used as coarse aggregates without substantially affecting the physical properties and the drying shrinkage of concrete. However, a quasi-linear decrease in the compressive strength with increasing the shell’s content is observed (a decrease of 5%, at 28 days, for a replacement of 5% by volume). Young's modulus shows also the same trend as compressive strength.

1 Introduction

The sand fraction of dredged river sediments can advantageously be a substitute to conventional aggregates for concrete, as its soluble organic content is likely limited and its fine part is discarded, and may not significantly affect the hydration, the setting time and the evolution of the compressive strength [1], [2]. Nevertheless, this new resource may include a significant weight fraction of centimetric dry shells, either unimpaired or crushed. While the lightest of these shells can be removed by blowing, some of the heaviest shells can hardly be separated from the sandy river sediment. It is known that shells affect the compressive strength of concrete and the amount of shells in concrete aggregates is limited to 10% weight according to European Standards EN12620 [3].

While the decrease of mechanical performance induced by shells is often measured and reported, hints about its physical origin are scarce and valuable. Both the compressive strength [4]–[9] and the Young modulus [6], [10] are reported to decrease as significant weight fractions (> 10 wt. % substitution of fine or coarse aggregates) of shells are incorporated. Drying shrinkage strains also increase [5], [10]. This increase in shrinkage is related to the large difference between the properties of shells and substituted aggregates. On the one hand, shells are flat stiff inclusions, which might lead to higher stress concentrations in the cement paste in the vicinity of the shell. On the other hand, the surface of the shell may not bound to the cement paste [5], [6], or the shell itself is pictured as soft [10]. Scanning Electron microscopy unveils little cracks and higher porosity in the Interfacial Transition Zone near the outer layer of the shell (periostracum) and cavities near its inner layer (nacre) [6]. The lack of adhesiveness has also been attributed to the organic content of the shell itself, especially the chitin from the inner nacre layer [7]. In addition, the absorption of shell is higher than that of the conventional aggregates and it may affect the workability of the fresh concrete [4], [5], [7], [8]. The flakiness of the crushed shells or the non-convexity of unimpaired shell particles may also increase the water demand [6], alter the rheology of the concrete, the efficiency of vibrations, thus increasing the amount of entrapped air and reducing both density and mechanical performances. Finally, incorporating significant weight fraction of shells (> 10wt. %) may affect the durability of the material as its porosity and chloride diffusion coefficient are increased [11].

The shell species present in the dredged sediments of the Ile-de-France region are Corbicula, Dreissena and Viviparus [12]–[14]. While the latter two are light and can be easily removed by blowing, Corbicula is dense and its separation from sediment sand is difficult to achieve by a practical procedure.
This paper, therefore, seeks to investigate the effect of a progressive substitution of conventional coarse aggregates by Corbicula shells (Fig. 1) on the total shrinkage and the mechanical properties of concrete.

Fig. 1  Corbicula shells

2 Materials and methods

2.1 Materials

The cement used for this study is Portland cement type CEM I 52.5 from Calcia plant. Alluvial sand and coarse aggregates (0/4 mm and 4/20 mm respectively) from the Ormes Quarries are used (their properties are listed in Table 1). The shells used in this experimental campaign as a substitute for coarse aggregates (CA) are Corbicula shells (CS), obtained (by sorting) from the river sediments of the Ile-de-France region. In fact, the corbicula shellsea are invasive in all the main French basins. The physical properties of aggregates and shells are represented in Table 1: the density and water absorption are measured in accordance with European Standard EN1097-6 [15], while flakiness index is measured according to the European Standard EN933-3 [16].

Table 1  Properties of aggregates and corbicula shells.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Sand</th>
<th>Coarse aggregates (CA)</th>
<th>Corbicula shells (CS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water absorption (%)</td>
<td>4.70</td>
<td>2.32</td>
<td>4.50</td>
</tr>
<tr>
<td>Density</td>
<td>2.41</td>
<td>2.53</td>
<td>2.24</td>
</tr>
<tr>
<td>Flakiness index (%)</td>
<td>-</td>
<td>31</td>
<td>100</td>
</tr>
</tbody>
</table>

2.2 Concretes formulation

The study is conducted on six different mixes of concrete. The only change from one concrete to another is the volume substitution rate of CA by CS, which takes the values of 0, 2.5, 5, 7.5, 10 and 20%. The required concrete is C30/37 class with a good workability (16-21 cm). The water/cement ratio is set to 0.55 for all formulas. Table 2 lists the quantities of various ingredients composing 1 m$^3$ for different concretes. The total water is calculated by considering the water absorption coefficient of aggregates and shells in order to avoid any modification of the workability or hydration process.

2.3 Methods

2.3.1 Workability

Slump is measured using the Abrams cone for all mixes in accordance with European Standard EN12350-2 [17].

2.3.2 Physical properties

The density and porosity accessible to water are measured by the volumetric method on 11 cm × 5 cm cylindrical specimens according to the French Standard NF P18-459 [18] with some modifications; the sample has been saturated for 72 hours instead of 44 hours and the considered drying temperature is
80°C instead of 105°C in order to avoid the shells damage. The test is carried out on three samples for each substitution rate and the average is reported in Table 3.

2.3.3 Mechanical properties

The compressive strength is measured in accordance with European Standards EN 12390-3 [19], on cylindrical specimens 11 cm × 22 cm. The elastic modulus was measured on the same specimens using LVDT sensors. The samples are demolded 24 hours after being cast, stored in water, and then loaded at the age of 28 or 90 days. For different mixtures, the tests are performed on three samples loaded at the same age.

2.3.4 Shrinkage

The total shrinkage test is carried out on 7 × 7 × 28 cm³ prismatic specimens. Measurements began immediately after demoulding and continued for up to 90 days. Throughout this test period, the specimens are kept in a storage room set at 20 °C and 50 % humidity. The reported shrinkage is averaged from three measurements recorded on three different samples.

Table 2 Quantities of ingredients per m³ of concrete.

<table>
<thead>
<tr>
<th>Ingredients</th>
<th>% Substitution rate (by volume)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Cement (kg)</td>
<td>335</td>
</tr>
<tr>
<td>Sand (0/4 mm) (kg)</td>
<td>881.10</td>
</tr>
<tr>
<td>Coarse aggregates (4/20 mm) (kg)</td>
<td>814.40</td>
</tr>
<tr>
<td>Corbicula shells (4/20 mm) (kg)</td>
<td>0</td>
</tr>
<tr>
<td>Efficient water (kg)</td>
<td>184.25</td>
</tr>
<tr>
<td>Total water (kg)</td>
<td>244.29</td>
</tr>
<tr>
<td>W/C ratio</td>
<td>0.55</td>
</tr>
</tbody>
</table>

3 Results and discussions

3.1 Slump

Table 3 shows that the slump of concretes based on CS (CCSx where x is substitution rate) is similar to that of control concrete (CCS0). The non-change of the slump value can be attributed to the higher unit weight of CS as that of conventional CA and taking into account the absorbed water of the different ingredients. These results show that the increase in the flakiness index and the surface area of the overall aggregates, due to a substitution of up to 20% by volume, has no effect on slump. Thus, the main factor impacting slump is the density of the incorporated shells.

Table 3 Physical properties of concrete based on CS.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Concrete name</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CCS0</td>
</tr>
<tr>
<td>Slump (cm)</td>
<td>21</td>
</tr>
<tr>
<td>Saturated concrete density (± 0.01)</td>
<td>2.28</td>
</tr>
<tr>
<td>Porosity at 90 days (%) (± 1)</td>
<td>18.3</td>
</tr>
</tbody>
</table>
3.2 Physical properties

The density and porosity values of concretes incorporating shells are similar to those of control concrete (Table 3). This can be attributed to the high density and low absorption coefficient of CS. In addition, the incorporation of shells instead of aggregates that are also flattened does not significantly affect the granular disposition of the concrete. Indeed, the curved shape of the shell particles may increase the water demand, the amount of trapped air and the porosity of the surrounding mortar, but the thickness of this affected mortar is very thin (< 0.1 mm) [6], it is therefore difficult to note its effect on the overall concrete density or porosity.

3.3 Compressive strength and elastic modulus

Fig 2 (left) shows the compressive strength values of all studied concretes at 28 and 90 days. From the obtained results, the compressive strength decreases as the percentage of CS in the mixture increases. This decrease is quasi-linear, for instance the substitutions of 5%, 10% and 20% decrease the compressive strength, at 90 days, by 2.2 MPa, 4.9 MPa and 10.4 MPa respectively.

This effect of shell on the compressive strength is attributed, by several studies [6], [8], to the fragility of shell compared to conventional aggregates and the increase of the total porosity due to shells form which disturb the granular packing. Since the shells used for this study are hard and the porosity of the concrete remains unchanged with incorporating shells, the possible explanation for this decrease seems to be the weak bond shell-mortar. Indeed, from Fig 3 the difference in adhesion with the mortar between CA and CS could be noted. The ITZ of the shell shows an absolute lack of adhesion (a detachment) especially for the outer face. The flattened shape of the shells acts as a barrier to bleeding water, besides their curved shape promotes the trapping of water and air bubbles, resulting in high porosity at the inner face (Fig 3). The ITZ of the gravel is also imperfect, but has only very small gaps and less porosity compared to shells (Fig 3). In addition, the high flakiness index of shell increases the surface area of the ITZ and the effect becomes more pronounced. It should also note that the ITZ size is so tiny to increase the total porosity of the concrete, however it is capable of significantly affecting its mechanical properties [20]-[22].

The elastic modulus results of the studied concrete follow the same trend of the compressive strength (Fig. 2 (right)). The decrease in the elastic modulus may also be attributed to the poor mechanical properties of shells-mortar ITZ [21], [22].

![Compressive strength at 28 and 90 days of different shells-based concretes](left). Elastic modulus at 28 and 90 days of different shells-based concretes (right).

3.4 Shrinkage

To assess the total shrinkage behaviour of concrete incorporating shells, Corbicula type, as coarse aggregates, a series of tests are carried out for 3 months and the results are reported in Fig 4 (left). The results show that replacing up to 20% by volume of CA by CS did not affect the concrete shrinkage. The weight loss over 3 months has been also measured in 7 × 7 × 28 cm³ samples (Fig 4 (right)). The results are in accordance with those of shrinkage: the use of CS as CA does not affect the concrete weight loss. This finding supports that reported in [6]. The low absorption coefficient of CS, the substitution by volume and using the same W/C ratio result in the same cement paste volume fraction and properties. Thus, the same variation in volume of the different concretes, which is mainly related to that of the cement paste, must be obtained. According to Fujiwara [24], some aggregates may possibly...
shrink and therefore the shrinkage of the concrete depends on the mechanical properties of the aggregates, in particular their elastic stiffness. The similar behaviour of concretes incorporating CS and control concrete, with respect to shrinkage, suggests that the mechanical properties of CS and conventional coarse aggregates are also comparable.

Fig. 3 Observation of aggregate-mortar bonds.

Fig. 4 Total shrinkage (left). Water loss (right).

4 Conclusion

This paper has sought to evaluate the effect of the presence of Corbicula shells in concrete, as ubiquitous shells in the Ile-de-France deposit. These shells are used as a substitute for coarse aggregates with volume rates of 2.5, 5, 7.5, 10 and 20%. Experimental tests performed on Corbicula shell-based concretes show that there is no effect on the physical properties of fresh or hardened concrete, such as slump, density and porosity. The poor quality of the shell-mortar interfacial transition zone (ITZ), seems to be the main factor causing the decrease in compressive strength and the elastic modulus (as the shells used are not soft). The curved shape of the shells promotes water trapping, which increases the porosity of the internal interfacial of the shell and decreases the mechanical properties of the concrete. Regarding to the total shrinkage of the concrete, it is similar for all formulas. This proves that the used shells have comparable mechanical properties to those of conventional coarse aggregates.
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Abstract

This research aims to study the effect of using polypropylene and steel fibres, known as cocktail fibres, on fire resistance of Ultra High-Performance Concrete. Three different mixes are prepared to obtain the effect of high temperature for different durations on the strength properties. Samples were heated to 250 °C and 500 °C temperature, for durations 2.5 hours and 5 hours. Two types of tests were carried out for all specimens, i.e., compressive and flexural-tensile strength tests.

Results of the compressive strength tests showed that mixes containing 16% steel fibres and 0.75% polypropylene fibres, all by mass, improved the fire resistance of the concrete mix by 50% and 150% when the samples were exposed to 250 °C and 500 °C for 2.5 hours respectively, compared with concrete mix without fibres. Moreover, residual compressive strength was improved by 77% and 153% when the samples were exposed to 250°C and 500 °C for 5 hours respectively.

Results of flexural tensile strength tests showed that mixes containing 16% steel fibres and 0.75% polypropylene fibres, all by mass, improved the fire resistance of the concrete mix by 105% and 61% when the samples were exposed to 250 °C for 2.5 hours and 5 hours respectively, compared with concrete mix without fibres. Moreover, residual flexural tensile strength was improved by 58% at the ambient temperature when mixes containing 16% steel fibres and 0.75% polypropylene fibres.

1 Introduction

Over the past decades, construction materials have been developed with aims to better performance and improving their properties. Therefore, concrete materials are developed to derive a higher strength and performance than the ordinary concrete, and now we have an ultra-high-performance concrete (UHPC). UHPC is a developed mix that has gained more interest in the concrete construction industry.

Different types of fibres are added to the concrete mixture to improve one or more of its properties. Improvements include reduction of plastic shrinkage, improving resistance to fire and abrasion, and decreasing permeability. Steel fibre reinforced concrete (SFRC) is probably the most investigated fibre reinforced concrete type. Using steel fibres in concrete improves the tensile strength as well as improves the fracture behaviour of concrete to be more ductile [1].

Fibres reinforced concrete with polypropylene (PP) have been widely used in recent years as well. Polypropylene fibres are relatively inexpensive, easy to split into finer sizes, durable in the environment of cement matrix and they did not rust. Based on recent studies, the relative compressive strengths of concretes containing polypropylene fibres were higher than those of concretes without polypropylene fibres. Moreover, PP fibres improves the ductility, reduce the water permeability and the plastic shrinkage [2].

Additionally, researchers have tried to combine steel fibre with other type of fibres to improve different properties of the concrete mixture including the resistance to elevated temperature. Pliya et al., [3] studied the contribution of cocktail of polypropylene and steel fibres in improving the behaviour of high strength concrete subjected to high temperature. Results showed the significant improvement of the residual mechanical properties of concretes containing the cocktail of fibres compared to concretes without fibres [3]. Sideris et al., [4] investigated the performance of thermally damaged fibre reinforced concretes, and they studied effects of adding steel fibres and polypropylene fibres separately and combined. Results concluded that adding steel fibres to the concrete mixes increased the residual strength when it is subjected to temperatures up to 300 °C, yet spalling is still occurred. Such an explosive behaviour was not observed when polypropylene fibres were added in the mixtures [4].
In this research, effects of using steel fibres and polypropylene fibres combined under elevated temperature were studied.

2 Constituent materials & experimental program

2.1. General overview

The laboratory investigation consists of tests for hardened concrete including compressive and flexural strengths tests. The influence of polypropylene fibres “PP” and steel fibres “SF” was studied in order to obtain the optimum percentage for the mix and to reduce the loss in compressive strength due to high temperature by preparing different mixes with different percentages of “PP” and “SF”.

2.2. Characterizations of constituent materials

Constituent materials used in this research included ordinary Portland cement, silica fume, quartz sand, steel fibres and polypropylene fibres. In addition, superplasticizer was used to ensure suitable workability. Proportions of these constituent materials have been chosen carefully in order to optimize the packing density of the mixture.

Cement paste is the binder, holds the aggregate (fine, micron fine) together and reacts with mineral materials in hardened mass. The property of produced mix depends on the quantities and the quality of its constituents. Because cement is the most active component and usually has the greatest unit cost, its selection and proper use is important in obtaining the most economically the balance of properties desired of mixture. The cement used throughout the experiments is ordinary Portland cement (CEM I 52.5 N).

Silica fume with a dry bulk density of 0.65 ± 0.1 kg is used complying with (ACI 548.6R-96) [5] specification. SF is a by-product resulting from the reduction of high-purity quartz with coal or coke and wood chips in an electric arc furnace during the production of silicon metal or ferrosilicon alloys. The silica fume was supplied by SIKA Company.

Aggregate is relatively inexpensive and strong making material for concrete. It is treated customarily as inert filler. The primary concerns of aggregate in mix design for Ultra High Performance Fibre Reinforced Concrete (UHPFRC) are grain size distribution, maximum size and strength. Providing that concrete is workable, the large particles of aggregate are undesirable for producing UHPFRC. The nominal size ranges from 0.15 to 0.6 mm for quartz sand (fine aggregate) which are locally available in Gaza Strip markets.

Polypropylene is a plastic polymer that has been further improved and is now used as short discontinuous fibrillated material for producing fibre reinforced concrete or as a continuous mat for production of thin sheet components. Furthermore, the application of these fibres in construction is increased largely because addition of fibres in concrete improves the tensile strength, flexural strength, toughness, impact strength and also failure mode of concrete. Length of PP fibres is 15 mm, and 0.90 g/cm³ unit weight with a melting point of 175 °C. Application of polypropylene fibres provides strength to the concrete while the matrix protects the fibres.

The steel fibres used in mixtures exhibit a high tensile strength and were selected to study the effect of using it in improving fire resistant for the ultra-high performance concrete. Straight stainless-steel fibres have aspect ratio L/d ≈ 65, tensile strength = 655 MPa, and density is 7.8 g/cm³.

The chemical admixture used is superplasticizer which is manufactured to conform to ASTM-C-494 specification types G and F. This plasticizing effect can be used to increase the workability of fresh concrete, extremely powerful water reduction, excellent followability, reduced placing and compacting efforts, reduce energy cost for steam cured precast elements, improve shrinkage and creep behaviour, reduces the rate of carbonation of the concrete and finally improves water impermeability. This type is known as "Sika ViscoCrete -10" [6].

In all trial mixtures, where the w/c was constant, i.e., 0.24. During mixing no segregation was observed and all mixtures were homogenous, and fibres were well distributed through every batch.

2.3. Preparation of UHPFRC

After selection of all needed constituent materials and amounts to be used (mix designs); all materials are weighed properly. Then, mixing with a power-driven tilting revolving drum mixer, started to ensure that all particles are surrounded with cement paste, silica fume and all other materials and fibres should be distributed homogeneously in the concrete mass.
All mixes and tests were conducted in Soil & Materials laboratory at the Islamic University of Gaza, Palestine.

Mixing procedure was carried out according following steps [7]:

1. Placing all dry materials (cement, silica fume, quartz sand, steel fibres and polypropylene fibres) in the mixer pan, and mixing for 2 minutes.
2. Adding 40% of superplasticizer to the mixing water.
3. Adding water (with 40% of superplasticizer) to the dry materials, slowly for 2 minutes.
4. Waiting 1 minute then adding the remaining superplasticizer to the dry materials for 30 seconds.
5. Continuation of mixing to changes from a dry powder to a thick paste.
6. After final mixing, the mixer is stopped, turned up with its end right down, and the fresh homogeneous concrete is poured into a clean plastic pan.

The casting of all specimens used in this research was completed within 20 minutes after being mixed. All specimens were cast, cured and covered to prevent evaporation, curing duration was being 28 days.

3 Results and discussion

3.1 Introduction
Series of tests were carried out on the concrete specimens to study and evaluate the effects of polypropylene and steel fibres on improving fire resistance of ultra-high performance concrete. All mixtures were subjected to hardened concrete tests in order to be classified as UHPFRC. Some mixing ingredients were fixed and the others were variable. Table (1) summarizes the different mix proportions. The percentage of silica fume, quartz sand, superplasticizer and water was used was the same percentage obtained by (Madhoun A., 2013) [8]:

<table>
<thead>
<tr>
<th>Mix No.</th>
<th>Cement</th>
<th>Silica Fume</th>
<th>Quartz Sand</th>
<th>Super-plasticizer</th>
<th>Steel Fibre</th>
<th>PP Fibre</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mix-1</td>
<td>1.00</td>
<td>15%</td>
<td>125%</td>
<td>3%</td>
<td>0%</td>
<td>0%</td>
<td>24%</td>
</tr>
<tr>
<td>Mix-2</td>
<td>1.00</td>
<td>15%</td>
<td>125%</td>
<td>3%</td>
<td>16%</td>
<td>0.75%</td>
<td>24%</td>
</tr>
<tr>
<td>Mix-3</td>
<td>1.00</td>
<td>15%</td>
<td>125%</td>
<td>3%</td>
<td>16%</td>
<td>1.50%</td>
<td>24%</td>
</tr>
</tbody>
</table>

3.2 Hardened properties results
Laboratory tests were conducted to evaluate and study the hardened properties. Results are the density, compressive strength and tensile strength tests. For each concrete mixture, 6 samples were tested under the same condition, so the number given in the below table is average value, staticall methods and CoV was taken in consideration. Mean results for concrete mixtures at several ages are summarized in Table 2 and Figures 1 through 3. These results are the base line in comparing the strength reduction of the samples after being subjected to the heating tests.

<table>
<thead>
<tr>
<th>Mix No.</th>
<th>Density kg/m³</th>
<th>Compressive strengths MPa</th>
<th>Flexural strengths at 28 days, MPa</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>7 days</td>
<td>14 days</td>
<td>28 days</td>
</tr>
<tr>
<td>Mix-1</td>
<td>2335</td>
<td>84.8</td>
<td>109.1</td>
</tr>
<tr>
<td>Mix-2</td>
<td>2372</td>
<td>113.4</td>
<td>154.6</td>
</tr>
<tr>
<td>Mix-3</td>
<td>2345</td>
<td>119.7</td>
<td>146.8</td>
</tr>
</tbody>
</table>
Results shown in Table 2 and Figure 1 demonstrate that it is possible to develop UHPC with different polypropylene and steel fibres amounts. It can be observed that increasing the polypropylene content from 0% to 0.75% and increasing the steel fibres content from 0% to 16% effectively increases the compressive and the flexural tensile strength of concrete. But increasing the polypropylene content from 0.75% to 1.5% when 16% of steel fibres used decreases the compressive strength.

3.2.1 Compressive strength test results of heated samples

Results of the compressive strength tests are shown in Table 3, Figure 4 and Figure 5 for different percentages of polypropylene fibres (0%, 0.75% and 1.5%), different percentages of steel fibres (0% and 16%), different heating temperatures (room temperature, 250 °C and 500 °C) and heating durations (2.5 and 5 hours).
Table 3: Compressive strengths for heated samples

<table>
<thead>
<tr>
<th>2.5-hour heating</th>
<th>Mix No.</th>
<th>% of Polypropylene fibres</th>
<th>% of Steel fibres</th>
<th>Average compressive strength, MPa</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Room temp.</td>
</tr>
<tr>
<td>Mix-1</td>
<td>0.00 %</td>
<td>0 %</td>
<td></td>
<td>138.2</td>
</tr>
<tr>
<td>Mix-2</td>
<td>0.75 %</td>
<td>16 %</td>
<td></td>
<td>176.9</td>
</tr>
<tr>
<td>Mix-3</td>
<td>1.50 %</td>
<td>16 %</td>
<td></td>
<td>171.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>5-hour heating</th>
<th>Mix No.</th>
<th>% of Polypropylene fibres</th>
<th>% of Steel fibres</th>
<th>Average compressive strength, MPa</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Room temp.</td>
</tr>
<tr>
<td>Mix-1</td>
<td>0.00 %</td>
<td>0 %</td>
<td></td>
<td>138.2</td>
</tr>
<tr>
<td>Mix-2</td>
<td>0.75 %</td>
<td>16 %</td>
<td></td>
<td>176.9</td>
</tr>
<tr>
<td>Mix-3</td>
<td>1.50 %</td>
<td>16 %</td>
<td></td>
<td>171.4</td>
</tr>
</tbody>
</table>

Figure 4: Compressive strength results for samples heated to 250 °C

Figure 5: Compressive strength results for samples heated to 500 °C

Table 4: Percentages of reduction in compressive strength with difference % of PP and steel fibres, relative to the control specimens.

<table>
<thead>
<tr>
<th>Heating to 250 °C</th>
<th>Mix No.</th>
<th>% of Polypropylene fibres</th>
<th>% of Steel fibres</th>
<th>Percentage of reduction in compressive strength (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0 hours heating</td>
</tr>
<tr>
<td>Mix-1</td>
<td>0.00%</td>
<td>0 %</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Mix-2</td>
<td>0.75%</td>
<td>16 %</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Mix-3</td>
<td>1.50%</td>
<td>16 %</td>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Heating to 500 °C</th>
<th>Mix No.</th>
<th>% of Polypropylene fibres</th>
<th>% of Steel fibres</th>
<th>Percentage of reduction in compressive strength (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0 hours heating</td>
</tr>
<tr>
<td>Mix-1</td>
<td>0.00%</td>
<td>0 %</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Mix-2</td>
<td>0.75%</td>
<td>16 %</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Mix-3</td>
<td>1.50%</td>
<td>16 %</td>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>
From Tables 2 through 4 and Figures 2 through 8, it is noticed that for samples without polypropylene and steel fibres, the reductions in compressive strengths are larger than those with polypropylene. For example, the percentage of strength loss for samples with 0% polypropylene and 0% steel fibres heated at 250 °C for 5 hours was 33%, and when heated at 500 °C for 5 hours was 84.2%. On the other hand, the loss for samples with 0.75% polypropylene and 16% steel fibres heated at 250 °C for 5 hours was 7% and when heated at 500 °C for 5 hours the loss was 68.7%.

From these results, it is concluded that the addition of polypropylene and steel fibres reduces the loss of concrete strength when it was heated to high temperature. The optimum percentage of polypropylene and steel fibres recommended to be used based on this investigation for improving the concrete resistance against fire is 0.75% and 16% by weight of the cement.

Additionally, it is noticed that polypropylene and steel fibres not only improve the concrete resistance for fire, but also improves its initial strength before heating, as shown in Table 1 and Figure 1. The compressive strength is increased by 28% when using 0.75% PP and 16% SF while increased by 24% when using 1.5% PP and 16% SF. Previous studies confirmed similar findings [9], [3].

3.2.2 Flexural tensile strengths test results after heating tests

Results of the flexural tensile strength tests are shown in Table 5 and Figures 9, for different percentages of polypropylene fibres (0%, 0.75% and 1.5%), different percentages of steel fibres (0% and 16%),
different heating temperatures (Room temperature and 250°C) and heating durations (0, 2.5 and 5 hours).

Table 5: Flexural tensile strength for heated samples

<table>
<thead>
<tr>
<th>Mix No.</th>
<th>% of Polypropylene fibres</th>
<th>% of Steel fibres</th>
<th>Average flexural tensile strength, MPa</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 hour</td>
</tr>
<tr>
<td>Mix-1</td>
<td>0 %</td>
<td>0 %</td>
<td>14.2</td>
</tr>
<tr>
<td>Mix-2</td>
<td>0.75 %</td>
<td>16 %</td>
<td>22.5</td>
</tr>
<tr>
<td>Mix-3</td>
<td>1.50 %</td>
<td>16 %</td>
<td>21.7</td>
</tr>
</tbody>
</table>

From Table 5 and Figure 9, it is noticed that for reference samples that does not include polypropylene and steel fibres, the reductions in flexural tensile strengths are larger than those with polypropylene and steel fibres. For example, the percentage of strength losses for samples with 0.0% PP and 0.0% steel fibres heated at 250 °C for 2.5 hours was 37.7 %, and when heated to 5 hours at the same temperature was 66.8%. On the other hand, the loss in tensile strength for samples with 0.75% PP & 16% steel fibres heated at 250 °C for 2.5 hours was 18.69% and when heated at 250 °C for 5 hours the loss was 66.2 %.

3.2.3 Effects of polypropylene and steel fibres on concrete density

Table 2 and Figure 3 summarize the effect of polypropylene and steel fibres on the concrete unit weight. The results show that the density of concrete decreases when increasing the polypropylene fibre percentage in mix, but it increases when the amount of steel fibres increases. Similar results were noticed by previous studies [10] and [7].

4 Conclusion

In this research, specimens of various concrete compositions were made and subjected to different heating periods. Three types of concrete mixtures were formulated without or with polypropylene and/or steel fibres. Concrete mass loss and residual mechanical properties were studied. The following conclusions can be drawn from the experimental results:

- The addition of 0.75 and 1.5% of polypropylene fibre with 16% of steel fibre to the concrete mix increased the compressive and the flexural tensile strength. The compressive strength
values for mix without fibres (Mix 1) were increased by about 28%, 24% when fibres were added as in (Mix 2) and (Mix 3) respectively.

- The residual compressive strength values of fibre reinforced concrete were higher than reference mixture. Comparing with concretes without fibres (Mix 1), reduction of relative residual strength was 33% when it was heated at 250 °C for 5 hours, and when heated at 500 °C for 5 hours, the strength loss was 84.2%. Therefore, adding polypropylene and steel fibres influencing significantly and reducing the strength loss, and the reduction of relative residual strength for (Mix 2) heated at 250 °C for 5 hours was 7% and when heated at 500 °C for 5 hours the loss was 68.7 %.

- Compared with concretes without fibres (Mix 1), it is noticed that the reductions in flexural tensile strengths are larger than those with polypropylene and steel fibres. The percentage of strength losses for (Mix 1) heated at 250 °C for 2.5 hours was 37.7 %, and when heated to 5 hours at the same temperature was 66.8%. On the other hand, the loss tensile strength for (Mix 2) heated at 250 °C for 2.5 hours was 18.69% and when heated at 250 °C for 5 hours the loss was 66.2 %.

- The flexural tensile strength for mix without fibres (Mix 1) was increased by 58% when 0.75% of polypropylene and 16% of steel fibres were used as in (Mix 2).

- By using steel fibres in the concrete mix, the flexural tensile strength values are highly improved to resist high temperatures for 5-hour heating. Optimum percentage of PP and steel fibres recommended to be used based on this investigation for improving the concrete resistance against fire is 0.75% and 16% by volume of the mix (Mix 2).

In short, adding optimum amount of polypropylene and steel fibres on Ultra High Performance Concrete (UHPC) improves the fire resistance properties, by decreasing the rate of compressive and flexural strength loss as well as increasing the time of exposure before occurrence of failure.
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Abstract
Bond behaviour of a synthetic macro-fibre in concrete is the object of this research. The bond strength and stiffness are the parameters characterising the bonding mechanism that determines the efficiency of the reinforcing material. However, there is no general methodology developed to evaluate these properties. There also exists neither a straightforward procedure to estimate the bond quality of a synthetic macro-fibre nor a reliable numerical model to mimic the bond behaviour of such fibres. In this work, the bond mechanisms of 40 mm long synthetic macro-fibres are investigated using pull-out tests: 32 concrete cubes were made for that purpose. Two types of synthetic macro-fibres available at the market are investigated. In each test sample, three fibres were placed perpendicular to the top surface and two sides; two bonding lengths (10 mm and 20 mm) were considered. A gripping system was developed to protect the fibres from local damage. The obtained load-displacement diagrams demonstrated that mechanical parameters of the bond (strength and deformation modulus) of the “top” fibres are almost 20% weaker than that of the fibres positioned to the side surfaces. Therefore, the results of the “top” fibres were excluded from further analysis. One fibre type was chosen for numerical modelling because of sufficient strength of the fibre material to activate the bond-slip mechanism. A physically non-linear finite element model of the pull-out sample was developed. A bond model was proposed to simulate deformation behaviour of the fibre with the different bonding length.

1 Introduction
The RILEM recommendations TC 162 TDF [1] considers fibre-reinforced concrete (FRC) as ordinary concrete with modified material properties. This approach is acceptable for design, but it does not allow to estimate the fibre interaction mechanisms or to define causes of alteration of mechanical properties of FRC. The absence of research methodology complicates the analysis of fibre efficiency. Variety of shapes, geometry and materials applied for the manufacturing of fibres complicates the issue. Recent publications [2] demonstrated that synthetic fibres could be efficiently used in combination with steel fibres. However, the bond-behaviour of polymeric fibres was not investigated appropriately. Fibre length, concrete strength, the fibre content in concrete, fibre surface shape, the density of the concrete, and maximal size of the aggregates influence the bond performance [3, 4]. It is difficult to determine which of these characteristics or them combination is optimal for providing the most effective bond properties. Thus, the interaction (bond) mechanism of synthetic macro-fibres and concrete is the object of this research. This mechanism is responsible for the residual strength of FRC – the essential property describing the efficiency of the structural application of the fibres. The bond strength and the corresponding deformation modulus define the interaction mechanism. However, there is no universal methodology for evaluating these parameters. The load-deformation diagram is the test outcome. In this study, a pull-out test of a single fibre is applied to investigate the mechanical performance of the bond. Two types of synthetic macro-fibres available at the market are investigated. This study aims to develop a numerical model enabling to predict deformation behaviour of synthetic macro-fibre pulled-out from the concrete.

2 Experimental program
Bond parameters of synthetic fibres and concrete are the research object. As shown in Figs. 1a and 1b, two fibre types (designated as to Type A and Type B) are considered. The fibres were pulled-out using 100 mm cubes. Eight cubes were produced for each fibre type and embedment length. In total, 32 cubes were prepared. Three fibres (one on the top and two on the opposite sides) were inserted in
each cube (Fig. 1c). To assure a correct position, the fibres were marked as shown in Figs. 1a and 1b. The “side” fibres were positioned and fixed using expanded polystyrene, while the “top” fibre in the specimen was placed manually. All specimens were made in one batch. Proportions of m$^3$ of concrete are following: 300 kg of cement CEM I 42.5 R, 165 l of water, 100 kg of limestone powder, 787 kg of 0/4 mm sand, and 988 kg of 4/16 mm crushed aggregates; 0.75% (by the cement weight) of the superplasticizer Mapei Dynamon XTend. Compressive strength of the 100 mm concrete cubes at 28 day and final 153 day was equal to 39.14 MPa and 46.16 MPa, respectively.

After the curing, the actual length of the unbonded part of a fibre was measured. A plastic sleeve was used for protecting the unbonded part as shown in Fig. 2; the fibre was fixed using steel clamps designed for preventing localization of stresses induced by the gripping system.

The tests were carried out using a 70 kN capacity electromechanical machine. The deformation-control path with the 0.8 mm/min velocity was applied. The load was fixed using a load-cell with 2 kN capacity. As can be observed in Fig. 2, linear variable differential transformers (LVDT) were used for monitoring vertical displacements of the grips. Additional LVDT was used for monitoring vertical displacements of the cube. All devices (LVDT and the load-cell) were connected to personal computer through signal processing equipment Almemo 2890-9. The readings were taken every second.

![Fig. 1 Fibres highlighting the embedment length and test specimens: fibre Type A (a); fibre Type B (b); a typical cube with embedded fibres (c); forms for production of the specimens (b).](image1)

![Fig. 2 Pull-out test: fibre protected with a plastic sleeve (a); steel clamps (b); testing machine (c); tested fibre samples (d).](image2)

# Results and discussion

Figure 2d shows characteristic examples of the fibres pulled out the concrete specimens. Three failure types were identified: (I) extrusion (pull-out) of fibre from the concrete (nominal outcome); (II) failure of a fibre (uneven result); (III) damage before the test (uneven result). The latter outcome was mainly related with insufficient bond-strength of the “top” fibres. In all cases, bond characteristics of the fibres installed to the top surface of cubes were noticeably worse than the corresponding properties of the fibres positioned at the side surfaces. The further analysis, therefore, is based only on the test outcomes of the “side” fibres.

Figure 3 shows the load-displacement diagrams of the alternative fibres. A noticeable scatter is characteristic of these diagrams. Variations of the embedment length could be identified as a cause of the scatter though the bond defects could be also mentioned in this regard. A low flexural stiffness of synthetic fibres (concerning steel as the reference) could be mentioned as a cause of the latter defects. Analysis of the diagrams presented in Fig. 3 proves substantial differences in tensile resistance of the considered fibres. The increase of the length $l_e$ (from 1 cm to 2 cm) has also different effect on the bond behaviour of the alternative fibres.
Table 1 summarizes the test results. It specifies the maximum reaction $P_{\text{max}}$ and the corresponding displacement $u_p$; the total deformation energy $\delta$ (evaluated as area beneath the load-displacement curve) and the corresponding displacement $u_\delta$. Table 1 includes only results of the fibres properly placed in the concrete, i.e. normal to the concrete surface, with minimal discrepancies of the length $l_e$ from the target value, and without evident bond defects. Analysis of the results reveals that the loading capacity (the displacement energy $\delta$) of the Type A fibre is almost twice of the Type B fibre. The average energy $\delta$ released for the length $l_e = 1$ cm is equal to 1077.4 Nmm and 559.2 Nmm; of the length $l_e = 2$ cm, it is equal to 2672.0 Nmm and 1469.7 Nmm, respectively. A similar tendency is characteristic for the ultimate load $P_{\text{max}}$. The test outcomes should be considered in the context of the structural behaviour when the number of the fibres crossing a crack could represent the fibre efficiency. In this context, a 100 g of product approximately contains 6,900 of the Type A fibres and only 3,840 of the Type A fibres. However, the beneficial mechanical properties of the latter fibre identified in this study might be important for resisting more intensive tensile stresses than the Type B counterpart resists. It should be the topic for further research.

### Table 1  Summary of the pull-out tests results.

<table>
<thead>
<tr>
<th>Notation</th>
<th>$P_{\text{max}}$, N</th>
<th>$u_p$, mm</th>
<th>$\delta$, Nmm</th>
<th>$u_\delta$, mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1.1-1</td>
<td>176</td>
<td>4.90</td>
<td>938.3</td>
<td>10</td>
</tr>
<tr>
<td>A1.1-2</td>
<td>198</td>
<td>4.86</td>
<td>1039.5</td>
<td>10</td>
</tr>
<tr>
<td>A1.3-1</td>
<td>198</td>
<td>4.48</td>
<td>1175.3</td>
<td>10</td>
</tr>
<tr>
<td>A1.3-2</td>
<td>224</td>
<td>4.76</td>
<td>330.8</td>
<td>5.55</td>
</tr>
<tr>
<td>A1.4-1</td>
<td>213</td>
<td>5.02</td>
<td>1153.8</td>
<td>10</td>
</tr>
<tr>
<td>A1.4-2</td>
<td>190</td>
<td>2.61</td>
<td>1080.2</td>
<td>10</td>
</tr>
<tr>
<td>A2.1-1</td>
<td>197</td>
<td>5.79</td>
<td>656.6</td>
<td>7.21</td>
</tr>
<tr>
<td>A2.3-1</td>
<td>229</td>
<td>6.56</td>
<td>2651.2</td>
<td>20</td>
</tr>
<tr>
<td>A2.4-1</td>
<td>210</td>
<td>7.87</td>
<td>2440.2</td>
<td>20</td>
</tr>
<tr>
<td>A2.5-1</td>
<td>240</td>
<td>5.88</td>
<td>886.2</td>
<td>6.30</td>
</tr>
<tr>
<td>A2.5-2</td>
<td>220</td>
<td>6.78</td>
<td>2663.5</td>
<td>20</td>
</tr>
<tr>
<td>A2.6-1</td>
<td>234</td>
<td>5.90</td>
<td>2933.1</td>
<td>20</td>
</tr>
<tr>
<td>A2.6-2</td>
<td>238</td>
<td>8.62</td>
<td>903.6</td>
<td>8.64</td>
</tr>
</tbody>
</table>

*Notations: the letter designates the fibre type; the first number indicates the embedment length (in cm); the remaining two numbers describe the cube number and the fibre number.

### 4 Numerical modelling

This section describes the development of a numerical model suitable to predict the deformation response of a synthetic macro-fibre. A commercial finite element (FE) software ATEA [5] is used for this purpose. The load-deformation diagrams shown in Figs. 3a and 3b are modelling objects. The continuous pulling-out behaviour of the Type A fibres (i.e. the breakage of fibres was not a characteristic output of the test) substantiates the choice of the modelling object.

Three stages of the deformation behaviour shown in Fig. 3 can be identified following the classification proposed in the referred work [6]:

- Complete bonding – the adhesive contact ensure a perfect connection between the fibre surface and surrounding concrete.
- Bonding failure starts when the pull-out force exceeds the adhesive shear resistance.
- Fibre slip induced by the loss of the adhesive contact; the fibre sliding induces friction forces opposite to the pulling direction.

A strong chemical bond between the concrete and the fibre is formed during the concrete hardening process. It alters the mechanical properties of the concrete around the fibre. This narrow area is called the “transition zone”. The reference [7] limits the area of this zone to about 0.005 mm. This area is too small compared to the fibre diameter. That complicates the development of a detailed model of this zone. Thus, a simplified bond model describes the above process under the assumption of identical parameters of the concrete (independently on that it belongs to the transition zone or not). However, there is no unified methodology to determine the parameters of the bond model [8]. This study employs a trial-and-error approach to model bond behaviour. The model parameters were tailored to represent the test result of the embedment length of 1 cm (Fig. 3a) adequately; the experimen-
tal outcomes of specimens having the 2 cm embedment length (Fig. 3b) were used to verify the developed model. Due to the weakness of the bond, the results of “top” fibres were not used for the analysis.

The 3D NON-LINEAR CEMENTITIOUS 2 USER material model was assumed for the concrete. It is based on the concept of smeared cracks and damage [9]. The fibre was modelled as a perfectly elastic material with a 3.35 GPa elastic modulus and a 0.1 Poisson ratio. These values were taken from the mill-certificate provided by the producer. The above parameters were preserved constant during the adjusting procedure of the model.

The problem is solved in 3D space using the isoparametric tetrahedral elements with four nodes. The element has 12 degrees of freedom and one integration point. The fibre geometry was approximated simplifying the development of the FE model. A rectangular shape replaced the round cross-section of the fibre. The producer specified the 0.9 mm equivalent diameter of the fibre (Fig. 1a). The simplified geometry was calculated to represent the area and perimeter of the fibre identical to the original ones. The 0.25 × 2.58 mm cross-section was obtained. The 100 mm cube represented the concrete part of the specimen. The 10 mm and 150 mm global size of finite elements with 100 times refinement at the contact interface satisfying the mesh comparability condition were assumed for the fibre and concrete part, respectively. The resultant number of FE was approximately equal to 4000. Figure 4 shows the FE models of different embedment lengths.

The prescribed deformations were applied to the free end of the fibre in a step-wise manner. The 0.25 mm loading step was chosen. Thus, the simulations of 1 cm and 2 cm embedment lengths included 50 and 100 loading steps, correspondingly. The movements of the bottom surface of the specimen (Fig. 4) were fixed in all directions. The solution procedure of the deformation problem employed the Newton-Raphson iteration procedure assuming 40 iterations at each loading step.

![Load-displacement diagrams of the pull-out tests](image-url)
In ATENA, the term “bond model” is associated with interface behaviour of embedded reinforcing bars represented by 1D finite elements [5]. In this study, the contact between concrete and fibre was modelled by the interface element based on the Coulomb’s friction theory

\[ \sigma, \quad \tau, \quad C, \quad \varphi, \quad K_{nn}, \quad K_{tt} \]

where \( \tau \) is the shear stress limit, \( C \) is the cohesion stress (slip threshold), \( \varphi \) is the friction coefficient, \( \sigma \) is the normal compression stress (negative). The parameters \( K_{nn} \) and \( K_{tt} \) define the interface stiffness in normal and tangential directions in the contact phase. In case of tension, the stress value is limited by the interface tensile strength \( f_{tb} \). The interface contact is lost after exceeding the strength limit. The option “moving interface” was used to simulate the large interface displacements.

The above parameters were tailored to represent adequately the load-deformation diagrams shown in Fig. 3a. Figure 5a shows several initial solutions. The simulations were carried out until the prediction error does not exceed 15%. Figure 5b demonstrates the results. Table 2 lists the accepted parameters of the interface model. The diagrams of the specimens having 2 cm embedment length of the fibres (Fig. 3b) were used to verify the adequacy of the identified parameters of the interface model (Table 2). Figure 6 compares the simulation results of the test specimens with 1 cm and 2 cm bonding lengths.

**Table 2** Parameters of the concrete and bond models.

<table>
<thead>
<tr>
<th>Concrete model</th>
<th>Interface model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elastic modulus ( E_c )</td>
<td>33.8 [GPa]</td>
</tr>
<tr>
<td>Poisson ratio ( \nu )</td>
<td>0.2</td>
</tr>
<tr>
<td>Compressive strength ( f_c )</td>
<td>33.3 [MPa]</td>
</tr>
<tr>
<td>Tensile strength ( f_t )</td>
<td>2.77 [MPa]</td>
</tr>
<tr>
<td>Fracture energy ( G_f )</td>
<td>6.92 [kN/m]</td>
</tr>
</tbody>
</table>

Fig. 5 Load-displacement simulation results of the 1 cm bonding length: (a) initial simulations; (b) the resultant predictions using the model parameters described in Table 2.
Fig. 6 Simulation results (shear stresses) of different bonding lengths using the interface parameters described in Table 2: (a) 1 cm length; (b) 2 cm length.

The load-displacement diagrams presented in Fig. 6 demonstrate adequate prediction results of both bonding lengths. The predicted distributions of the shear stresses correspond to the loading points indicated at the load-displacement diagrams. The areas below the displacement diagrams (the deformation energy) obtained experimentally and simulated numerically were calculated to estimate the prediction adequacy. The experimental and simulated deformation energies of the 1 cm bonding length were correspondingly equal to 1077.4 Nmm and 1118.3 Nmm. That corresponds to the 4% approximation error. The corresponding results of the 2 cm bonded fibre were approximated as 2672.0 Nmm and 2746.3 Nmm that determines the 3% error of the displacement prediction. That well agrees to the 1 cm fibre simulation outcome.

5 Conclusion remarks

Two types of fibres (designated as to Type A and Type B) available at the market were tested. Two embedment lengths $l_e$ (1 cm and 2 cm) were considered. Eight cube specimens for each fibre length and type were produced. Three fibres were inserted in each cube sample. Load-displacement diagrams were the test outcome. Analysis of the test results reveals that the loading capacity (the displacement energy $\delta$) of the Type A fibre is almost twice of the Type B fibre. The average energy $\delta$ released for the length $l_e = 1$ cm is equal to 1077.4 Nmm and 559.2 Nmm; of the length $l_e = 2$ cm, it is equal to 2672.0 Nmm and 1469.7 Nmm, respectively. Thus, the Type A fibre was chosen for the numerical simulation.

A commercial software ATENA was used to simulate the bond behaviour. The trial-and-error technique was used to set parameters of the bond model of the 1 cm embedment length. The 2 cm embedded fibres were used to verify the model. The identified interface contact model was found suitable to represent the deformation behaviour of synthetic macro-fibres. The prediction errors corresponding to the 1 cm and 2 cm simulation results do not exceed 4%.
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Abstract
This study investigates the structural behaviour of different reinforcement concepts for extrusion-based 3D concrete printed beams. As longitudinal reinforcement, unbonded post-tensioning and passive bonded reinforcement are explored. As shear reinforcement, fibres and cables placed between the layers of concrete are analysed. The results of four-point bending tests show that unbonded reinforcement leads to highly brittle failure without a proper activation of the shear reinforcement. The beams with conventional bonded reinforcement behave monolithically, with little influence of the concrete layering. Cables, as well as fibres, increase the shear resistance significantly. While cables have higher efficiency, fibres lead to finer and more closely spaced cracks.

1 Introduction
New digital fabrication with concrete (DFC) technologies open up many new possibilities for the construction industry [1]. Among these technologies, Concrete Extrusion 3D Printing (CE3DP) is the most known process, where a robotic system can add concrete in successive layers to reconstruct a digital object. Due to extensive research efforts in this field, technological and material challenges have been overcome to a large extent. However, there is still a lack of consistent reinforcement strategies, which are essential for this technology to have a relevant impact on the construction market. These reinforcement strategies should result in a ductile behaviour of the structural elements, to allow for a plasticity-based design philosophy similar to the actual design of conventionally built structures. This study investigates two reinforcement approaches for the longitudinal reinforcement and two shear reinforcement strategies for 3D printed beams. The experimental campaign consists of four-point bending tests of the beams, which are tracked by digital image correlation (DIC).

2 Reinforcement strategies
Currently, there is a vast interest in the development of reinforcement strategies for DFC. The current state of the art is summarised in [2]. One of the main challenges of these reinforcement strategies is to provide a ductile structural system without, at the same time, hindering the potentials of digital fabrication. Therefore, the authors developed a novel reinforcement strategy where fibres are placed between layers of concrete in an aligned and controlled manner [3, 4] (Fig. 1). Since previous work showed that this reinforcement approach is not suitable as the main reinforcement, this reinforcement strategy is used to provide shear reinforcement. For comparison, steel cables are used as shear reinforcement, which is derived from previous work [5, 6]. For the longitudinal reinforcement, this study investigates the use of post-tensioning or conventional reinforcement, similar as in previous studies [7]. The objective of the combined reinforcement approach consists in activating the cables, as well as the fibres, as shear reinforcement, providing a post-cracking shear resistance once diagonal cracks develop, while the main tensile loads are carried by the longitudinal reinforcement.
3 Experimental campaign

3.1 Specimens and materials

Two series of beams with different longitudinal reinforcement were produced for this study (see the overview of samples in Table 1). The first series used unbonded post-tensioning (Series 01), and the second series used conventional bond reinforcement (Series 02). Series 01 only used fibres as shear reinforcement, while Series 02 explored fibres and cables as shear reinforcement. A reference beam without shear reinforcement was printed simultaneously to each beam with shear reinforcement. In total, Series 01 consisted of four beams (two with fibre reinforcement and two without) and Series 02 of five beams (one with cable reinforcement, two with fibre reinforcement and two with no shear reinforcement). The geometry of the samples is shown in Fig. 4. The beams from Series 01 had a nominal height (H) of 300 mm, a width (W) of 150 mm and a total length (L) of 1500 mm. The dimensions of Series 02 were slightly larger: H: 320 mm, W: 200 mm and L: 1720 mm. Due to the particularities of CE3DP, the actual printed width (WW, provided in Table 1) differed from the nominal values specified in Fig. 4.

The concrete used in this project was a fine-grained concrete with a maximum aggregate size of 2 mm. The average compressive strength for Series 01, measured at the same age of the tests, was 71.5 MPa (tested on eight cylinders 150x300 mm), and the tensile strength was 2.4 MPa (tested via...

Table 1: Overview of samples: Average web width (WW), average prestressing stresses ($\sigma_{c,p}$), shear reinforcement type (SR), nominal shear reinforcement ratio ($\rho_{SR}$) and age at testing (Age).

<table>
<thead>
<tr>
<th>Beam Nr.</th>
<th>Series</th>
<th>Codification</th>
<th>Printing session</th>
<th>Glued</th>
<th>WW [mm]</th>
<th>$\sigma_{c,p}$ [MPa]</th>
<th>SR</th>
<th>$\rho_{SR}$ [vol%]</th>
<th>Age [d]</th>
</tr>
</thead>
<tbody>
<tr>
<td>111</td>
<td>01</td>
<td>B-111-NR</td>
<td>11</td>
<td>Yes</td>
<td>45</td>
<td>-9</td>
<td>-</td>
<td>-</td>
<td>28</td>
</tr>
<tr>
<td>112</td>
<td>01</td>
<td>B-112-F03</td>
<td>11</td>
<td>Yes</td>
<td>45</td>
<td>-9</td>
<td>Fibres</td>
<td>0.3</td>
<td>31</td>
</tr>
<tr>
<td>121</td>
<td>01</td>
<td>B-121-NR</td>
<td>12</td>
<td>Yes</td>
<td>50</td>
<td>-7.5</td>
<td>Fibres</td>
<td>0.3</td>
<td>29</td>
</tr>
<tr>
<td>122</td>
<td>01</td>
<td>B-122-F03</td>
<td>12</td>
<td>Yes</td>
<td>50</td>
<td>-7.5</td>
<td>Fibres</td>
<td>0.3</td>
<td>29</td>
</tr>
<tr>
<td>211</td>
<td>02</td>
<td>B-211-NR</td>
<td>21</td>
<td>No</td>
<td>62</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>28</td>
</tr>
<tr>
<td>212</td>
<td>02</td>
<td>B-212-C01</td>
<td>21</td>
<td>No</td>
<td>61</td>
<td>-</td>
<td>Cables</td>
<td>0.1</td>
<td>28</td>
</tr>
<tr>
<td>221</td>
<td>02</td>
<td>B-221-NR</td>
<td>22</td>
<td>No</td>
<td>57</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>28</td>
</tr>
<tr>
<td>222</td>
<td>02</td>
<td>B-222-F03</td>
<td>22</td>
<td>No</td>
<td>58</td>
<td>-</td>
<td>Fibres</td>
<td>0.3</td>
<td>28</td>
</tr>
<tr>
<td>231</td>
<td>02</td>
<td>B-231-F06</td>
<td>23</td>
<td>Yes</td>
<td>63</td>
<td>-</td>
<td>Fibres</td>
<td>0.6</td>
<td>50</td>
</tr>
</tbody>
</table>
double punch tests on four cylinders 150x150 mm). The same tests were used to assess the compressive strength of Series 02, with 67.5 MPa compressive strength (tested on six cylinders) and 2.3 MPa tensile strength (tested on six cylinders). All tested samples were made from the extruded accelerated concrete. The longitudinal reinforcement for Series 01 consisted of two high strength threaded rods with a diameter of 24 mm (M24 10.9). For Series 02, the conventional passive reinforcement were two B500B steel bars with a diameter of 26 mm and threads at both ends (i.e. bartec technology [8]) to enable anchorage. The cable reinforcement was a high strength steel cable composed of 19 wires, type 1x19 [9], with a nominal cable diameter of 1 mm and an average tensile failure load of 1.3 kN (measured on ten samples). The used fibres for both series are end hooked steel fibres of the type Dramix 3D 65/35 [10].

3.2 Production of the beams

3.2.1 Concrete extrusion 3D printing

The beams were produced by a set-on-demand [11] CE3DP system in the Robotic Fabrication Laboratory of ETH Zürich (Fig. 2.a). The system used two main components: Portland Cement based mortar (PC) and Calcium Aluminate Cement paste accelerator (CAC), which were actively intermixed inside the custom extruder-tool [12]. After extrusion, concrete starts hardening, thus enabling a vertical building rate of up to 3 meters per hour. Two progressive cavity pumps delivered PC and CAC into the extruder-tool, which was mounted on the 6th axis of the robotic manipulator (Fig. 2.b). The entire kinematic system consisted of an ABB 4600 robotic manipulator mounted on a 3-axis Güdel Gantry. Both pumps were manually supplied with materials and digitally controlled through the robotic interface. Motion commands were loaded as procedures into the robotic controller and executed in manual mode to allow human presence in the immediate proximity of the robot.

The beams were always printed vertically in pairs: one containing shear reinforcement and a reference one without reinforcement (Fig. 3.d). The nominal geometry of the beam was sliced with horizontal planes spaced at the layer-height (5 mm). The print path was designed to fabricate the shear reinforced beam and the reference one in a single printing session (i.e. four beam parts for Series 01 which were afterwards glued together into two beams and two full beams for Series 02). The transition from one beam to the next was made in one of the top corners of each section. The print path for Series 02 is shown in Fig. 3.d. The concrete filament width was controlled with the speed of the robot (e.g. for Series 02 a 25 mm layer-width was printed at a speed of 160 mm/s). The cross-section of Series 01 was produced with a single print path, while two adjoining print paths produced the cross-section of Series 02. The technology allows producing hollow sections, which in this study were used for inserting longitudinal reinforcement or left hollow.

Fig. 2: CE3DP system developed at ETH Zurich, used to fabricate the beams: (a) kinematic system and progressive cavity pumps; (b) extruder tool [Photos by Axel Crettenand].
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3.2.2 Placing of shear reinforcement

The two types of shear reinforcement (i.e. cables and fibres) were placed manually in-between the layers of concrete during printing for every second layer. The cables were pre-bent to fit the printing path and had an overlap in the upper flange of the beam of about 10 cm (Fig. 3.b). The total fibre content was determined with respect to the nominal concrete volume of each beam and afterwards subdivided for each interlayer. Due to the variations in the print path width, the final volume fractions deviated from the nominal ones (see Table 1). The fibres were first detached from each other by washing, then weighed to the correct amount, then placed on foils on top of magnetic strips and laid onto the concrete layer. After placing, first, the magnetic strip and afterwards, the foil was removed, leaving only the fibres in an aligned manner on top of the concrete (Fig. 3.c). For Series 01, fibres were only placed in the webs of the beams, whereas for Series 02, fibres and cables were placed all around the cross-section.

3.2.3 Preparation for testing

After hardening, the beam ends were cut to obtain flat surfaces for glueing and for placing the reinforcement anchor plates. For Series 01 two identical pieces were glued together with epoxy to reach the final length. The specimens of Series 02 were printed as one beam, except for Beam 231 which was also glued, assembling one piece without fibres and one with fibres. The side without fibres was externally shear reinforced to provoke failure in the fibre reinforced part. Since the printed surface presented some irregularities, local mortar beds were applied in the load induction and support areas in all cases. Next, the longitudinal reinforcement was placed in the void of the cross-section. As anchorage, a steel plate was used on both ends of the beams. For Series 02, to ensure bond between the reinforcement bars and the surrounding concrete, the void was grouted afterwards with the same concrete mixture used for printing, however, without the use of the accelerator. Series 01 used two prestressing bars for the post-tensioning. Each bar was composed of two rods connected by means of a mechanical anchor at midspan. For Beams 111 and 112, the prestressing force was applied to have a constant compression of 9 MPa across the entire cross-section. For beams 121 and 122, the prestressing was adjusted to a compressive stress of 12 MPa at the bottom and 3 MPa on top. Prestressing forces were controlled by load-cells (see Section 3.3). Before testing, a thin layer of gypsum was applied on one side of the 3D printed concrete to obtain a smooth surface for the application of a speckle pattern for the DIC measurement.

3.3 Test setup and protocol

After preparation, the beams were placed in a loading frame. The loading configuration is shown in Fig. 4. The load was applied by means of a manual hydraulic pump. Series 01 was instrumented with...
one load cell on each post-tensioning bar and one on each loading cylinder. For Series 02 the load was measured for the single loading cylinder and one of the supports. For both series, the entire surface was tracked with digital image correlation [13–15]. This allows tracking the entire displacement field including the beam’s deflections at midspan, which are reported in the following. It is assumed that the thin gypsum layer follows the deformations of the concrete surface it was applied to. The crack pattern was computed from the DIC information by using the Automated Crack Detection and Measurement procedure [16].

4 Results

4.1 Series 01: unbonded post-tensioning reinforcement

Fig. 5 summarises the load-deformation curves for Series 01. Generally, all beams behaved similarly. In the first phase, all beams remained uncracked. After crack formation, the stiffness decreased, and the force could be further increased until the ultimate load was reached. The beam set of Beam 121 and 122 reached a higher ultimate load compared to the other set. This increase might have been due to the preferable initial prestressing state with -12 MPa at the bottom and -3 MPa on top and the larger web thickness. Beam 111 reached the lowest ultimate load and deformation. Both beams with fibre reinforcement showed mainly bending cracks, while the unreinforced beams also displayed significant cracking in the longitudinal direction. For Beam 111, this was likely due to large out of plane deformations. For Beam 121 these longitudinal cracks formed in the area of connection between the two prestressing rods, which might have introduced some lateral pressure into the web. No initiation of shear cracks could be observed in any of the tests. However, all beams experienced longitudinal cracks inside the upper flange (only visible from the top), indicating the necessity of also reinforcing the flanges. For both beam sets, the beam with fibre reinforcement reached a higher ultimate load than the reference specimens without shear reinforcement. All specimens failed in a brittle manner. However, while the beams without shear reinforcement failed in a highly explosive manner, the beams with fibres in the webs failed locally in the compression zone keeping the overall structure intact.

The lack of shear failures and shear cracks for specimens with unbonded longitudinal reinforcement was already reported by Leonhardt and Walther in 1962 [17]. In that study, it was stated that no shear failures could be reached without bond in the longitudinal reinforcement since the load was carried by strut-and tie action. In this way, high forces can be resisted if the tensile force in the reinforcement can be properly anchored. However, for non-symmetrical loading, this system is problematic and could lead to sudden catastrophic failure, since no ductility can be provided. The influence of having bonded longitudinal reinforcement is assessed in a second test series, whose results are presented in the following.
4.2 Series 02: bonded passive reinforcement

Fig. 6 shows the load-deformation curves and the crack patterns for Series 02. For all beams, shear cracks were observed, and the failure was due to shear (diagonal tension). The two unreinforced beams (dotted lines) showed the lowest ultimate load. In both beams, shear cracks initiated at around 100 kN. While Beam 221 failed upon the formation of shear cracks, in Beam 211 the load could further be increased. This increase was likely due to interlock of the shear crack and the wider web thickness. In both cases, sudden load drops occurred after the first shear cracks formed, and the final failure was highly brittle.

The cable reinforced beam (Beam 212) formed the first shear cracks at a similar load as its reference beam without shear reinforcement, but the load could afterwards be increased to close to 300 kN. At the ultimate load, almost all cables over the length of the dominant shear crack ruptured simultaneously, leading to brittle failure. The rupture of the cables indicates that bond was sufficient to anchor the cables. The beam with 0.3% of fibres (Beam 222) could not reach the same ultimate load as Beam 212, even though the mechanical reinforcement content of the two beams was designed to be similar. After the formation of the first shear cracks, the aligned fibres were able to bridge the crack until they were pulled out at a maximum load of about 220 kN. For Beam 231 the fibre content was doubled. Consequently, the ultimate load could be significantly increased. However, the increase in ultimate load was not proportional to the increase in fibre content. This might have been due to the higher amount of fibres in the same layer resulting in a lower bond or to the presence of additional resistance mechanisms different than the fibre contribution. In both beams with fibre reinforcement, the fibres started to pull out, and at a certain point, the process became unstable, resulting in brittle failure.

As seen in the crack patterns, all specimens developed shear cracks. However, for the beams with fibre reinforcement, the crack spacing was smaller than for the cable reinforced beam. This could be beneficial for applications in which the service limit state is decisive. If the load-bearing capacity is decisive, the cables have higher efficiency, given that they are continuous and can be fully anchored. Contrary to previous work on metal cables as reinforcement, no issues with cable slipping were encountered in the present study [5].
5 Conclusions

This study presented two different reinforcement strategies for longitudinal reinforcement and two approaches to include shear reinforcement between the layers of printed concrete. The use of prestressing bars without bond as the main reinforcement led, for the studied load configuration, to high ultimate loads. However, since there was no bond between the reinforcement and the concrete, no shear cracks could be initiated, all the deformation was localised in a few bending cracks, and the failure was brittle. In some digitally fabricated structures, this approach is already used, since it allows installing the reinforcement after concrete production and, after prestressing, keeping the concrete in a state of pure compression. When using this reinforcing strategy, the concrete around the post-tensioning bars should be reinforced to avoid a catastrophic collapse in case the concrete is damaged.

In the case of conventional bonded reinforcement as longitudinal reinforcement, the structure behaved monolithically with the reinforcement. This allowed the formation of multiple bending cracks, with smaller crack openings and the formation of shear cracks, which can activate the shear reinforcement if present. This results in a more predictable system with smaller crack openings. However, the use of conventional reinforcement does hinder the geometric freedom of digital fabrication. A higher degree of geometric flexibility might be achieved when using flexible post-tensioning cables, which can be injected afterwards, as explored in this study. Whenever non-straight post-tensioning is used, the resulting deviation forces – which are beneficial for the global load-bearing behaviour if an appropriate tendon layout is chosen, but cause local tensile (splitting) forces – need to be accounted for, which would also require transversal reinforcement. For both longitudinal reinforcement strategies, the layering of the concrete seemed to have no impact on the overall structural behaviour.

Cables, as well as fibres, can be used as interlayer shear reinforcement for layered digital fabrication processes. The results showed that, in both cases, the shear resistance could be increased significantly compared to the samples with no shear reinforcement. While cables showed a higher efficiency, fibres resulted in closer and thinner cracks. The bond in the interlayer is crucial when inserting reinforcement in the interlayers. For cables, this means that the cables should be fully anchored. This can be achieved by changing the direction of the cable or by providing adequate anchorage length. For cables, this bonding issue can be seen as a global issue, while for fibres, it is more of a local problem.

Both shear reinforcements were placed manually during the production of the samples. While the automation of cable placement also for large scale application has already been addressed [18], the automation of the fibre placement still remains a considerable challenge.

Furthermore, it needs to be mentioned that all beams of this study did fail in a brittle manner and did not achieve a sufficiently ductile behaviour in order to conduct a design according to the theory of plasticity. Ensuring ductile failure mechanism in digitally fabricated reinforced concrete structures requires future research efforts.
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Abstract
Thermally activated concrete components, as large-area solid absorber, represent an efficient solution for the generation and supply of heat from renewable energies for buildings. The applications range from the temperature control of interiors, heat recovery via external concrete components to heat storage in the massive supporting structure. The heat-exchanging function in concrete curtain walls is made possible by a system of fluid-carrying pipe registers made of polyethylene (PE) and can provide a thermal output of 80 - 90 W/m² - with a considerable time delay due to the physical properties of the building. A thermally inert system is inefficient for heat generation from fluctuating regenerative energy sources. Disadvantageous for the thermal performance are the concrete cover of the pipe registers, the pipe register made of PE and the given pipe distance. The thermal output can be increased by up to 50 % if the concrete cover of the pipe registers is significantly reduced and the PE pipe register can be dispensed with. Large-area high-performance solid absorber as a filigree concrete curtain wall are thus considered to be a component that is strongly dissolved in its core and additionally subject to hygric stress. So far, no findings are available on this. Thus, the aim is to determine the influence on the load-bearing behaviour of high-performance solid absorber using fibre-reinforced high-performance concrete. To determine the residual stresses from continuous hygric stress, the penetration depth in fibre-reinforced high-performance concrete is determined by permeation. From internal swelling and surface drying, the concrete cross-section is under pressure in the core and under tension at the surface of the facade. The residual stress condition thus affects the bending load-bearing capacity of the high-performance solid absorber. To determine the influence on the load-bearing capacity, 4-point bending tests are carried out on plates.

1 Methodology
Up to now, thermally activated components have been manufactured as a massive concrete component with a fluid-carrying pipe register made of polyethylene (PE) and mainly used as thermal storage [1], [8], [9], [10] und [11]. Due to their thermal inertia, the massive concrete components are considered inefficient for heat generation from fluctuating regenerative energy sources A filigree curtain wall made of high-performance concrete absorbs regenerative environmental heat via fluid-carrying cavity structures. The filigree design and the large proportion of cavity structures influence the load-bearing behaviour of the curtain wall panels. In addition, the direct contact with the fluid inside the cavity structure results in constant hygric stress, which causes compressive stresses in the cross-sectional core from water pressure and concrete swelling. For high-performance concretes, no knowledge is yet available on swelling strain. The additional stress from internal swelling of the high-performance concrete and surface shrinkage reduces the bending resistance of the component.

In this paper, the water penetration depth in high-strength concrete under pressure is determined in order to draw conclusions about the minimum concrete cover and the swelling area in high-strength concrete. From the swelling area the internal pressure and tensile stresses are calculated with the swelling strains and compared with the experimentally determined bending resistances. The bending resistances are determined in 4-bending tests.
Functionality

The high-performance solid absorber is mounted as a curtain wall on a substructure as a single-span beam (acc. Fig. 1 left). The curtain wall is full faced glued to the substructure. The adhesive has sufficient deformability, so that a statically determined position in x and y direction can be assumed. The curtain wall consists of a fibre-reinforced fine-grained concrete. The advantage of the concrete recipe (acc. Table 1) is its high-strength properties, the fine-pored structure and the low shrinkage deformation during setting. The fluid-carrying cavity structures have a diameter (d) of 10 mm and are arranged in the centre of gravity axis of the curtain wall (acc. Fig. 1 right).

![Diagram of the high-performance facade absorber](image)

**Table 1: Concrete mixture high performance concrete**

<table>
<thead>
<tr>
<th>High-strength fibre concrete</th>
<th>Vol [%]</th>
<th>Density [kg/m³]</th>
<th>Mass [kg/m³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEM I 42,5 R-HS/NA</td>
<td>3100</td>
<td>500</td>
<td></td>
</tr>
<tr>
<td>Metakaolin</td>
<td>500</td>
<td>27.5</td>
<td></td>
</tr>
<tr>
<td>Microsit H10</td>
<td>900</td>
<td>222</td>
<td></td>
</tr>
<tr>
<td>Quartz flour 1600</td>
<td>1200</td>
<td>167</td>
<td></td>
</tr>
<tr>
<td>Silica sand 0/2</td>
<td>1420</td>
<td>875</td>
<td></td>
</tr>
<tr>
<td>Basalt chippings 1/3</td>
<td>1650</td>
<td>413</td>
<td></td>
</tr>
<tr>
<td>Water</td>
<td>1000</td>
<td>170</td>
<td></td>
</tr>
<tr>
<td>Superplasticizer ACE 30</td>
<td>1060</td>
<td>32.5</td>
<td></td>
</tr>
<tr>
<td>Anti-crack glass fibres</td>
<td>0.02</td>
<td>2500</td>
<td>0.6</td>
</tr>
<tr>
<td>Glass short fibres 24mm</td>
<td>2.00</td>
<td>2500</td>
<td>50</td>
</tr>
</tbody>
</table>
3 Theory

3.1 Derivation of the swelling stresses

The concrete coverings at the top \((c_o)\) and bottom \((c_u)\) ensure the hygric, thermal and mechanical resistance of the curtain wall. The curtain wall is subject to the stresses of wind pressure and wind suction, water pressure and hygric deformations from concrete sources in the core. The hygric stresses create internal stresses in the curtain wall (acc. Fig. 2). Due to the statically determined support, the internal stresses do not lead to any external resulting internal forces. The concrete swelling causes an internal compressive stress \((\sigma_{E.Q})\) in the core of the cross-section, which is cancelled at the edge of the cross-section by an equivalent internal tensile stress \((\sigma_{E.T})\). The integral of the stresses over the section height must therefore be zero. The cross-section edge of the curtain wall is thus permanently under tension during operation.

The residual tensile stresses must be considered as permanent stress in the design. The load-bearing capacity check of the curtain wall is stress based, in the linear-elastic range on the basis of non-reinforced curtain walls [2]. The maximum bending stress of the curtain wall results, regardless of the cracking behaviour of the fibre concrete, when the initial crack is reached. Thus, the bending resistance of the curtain wall can be reduced by the amount of the tensile residual stresses.

The inherent compressive stresses \((\sigma_{E.Q})\) result from Hook's law from the product of the elastic modulus \((E_{cm})\) of the concrete and the swelling strain \((\varepsilon_Q)\). Over the penetration depth by permeation \((e_W)\) the internal compressive stress remains constant. The capillary area is connected to the pressurized water area with a capillary penetration depth \((e_K)\). It can be assumed that the moisture content in the capillary area decreases linearly up to the maximum capillary penetration depth. Thus, the internal pressure stresses also decrease linearly up to the residual stress zero point. In order to avoid external internal forces, the area of the internal compressive stresses \((A_{E.Q})\) must be equal to the area of the internal tensile stresses \((A_{E.T})\). To calculate the internal tensile stresses at the cross-section edge, the elastic modulus and the swelling strains of the concrete and the water penetration depths from water pressure and capillary transport must be known. The modulus of elasticity of high-strength fibre-reinforced concrete can be determined using the tests according [3] under compressive loading. Grube [4] has investigated the swelling expansions of hardened cement paste. The swelling strains of a concrete component amount to approx. 20 % of the shrinkage strains. This is independent of the type and mass fraction of the cement in the concrete mix design. Thus, the swelling strains for the high-strength fibre concrete (acc. Table 1) can be calculated from the shrinkage strains. For the penetration depth due to permeation for high-strength fibre concrete, no information is available so far. The high packing density and the low water-cement ratio indicate a penetration depth of less than 25 mm. The penetration depth by permeation can be determined according to the tests of [5]. Due to the low total porosity and the changed pore size distribution in a high-strength fibre concrete, a low capillary water penetration can be assumed, which is to be equated with the water penetration by permeation.
4 Experimental investigations

4.1 Determination of material properties and penetration depth by permeation

4.1.1 Modulus of elasticity

Three cylindrical test specimens with a diameter of 80 mm and a height of 160 mm were produced to determine the modulus of elasticity under compressive stress. The lower and upper test stress was calculated on the basis of the compressive strength. The compressive strength was determined in a preliminary test on prisms of 40 x 40 mm. In three load cycles the strain was recorded with an extensometer. The modulus of elasticity results from the quotient of the difference in tension and the measured strain. The mean value from the partial results is used for further consideration (acc. Table 2).

Table 2: Modulus of elasticity of high strength fibre concrete

<table>
<thead>
<tr>
<th>Test specimen</th>
<th>$\sigma_u$ [N/mm²]</th>
<th>$\sigma_o$ [N/mm²]</th>
<th>Elongation [%]</th>
<th>E- Modulus [N/mm²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>3.30</td>
<td>23.00</td>
<td>0.448</td>
<td>43973.21</td>
</tr>
<tr>
<td>V2</td>
<td>3.20</td>
<td>23.00</td>
<td>0.456</td>
<td>43421.05</td>
</tr>
<tr>
<td>V3</td>
<td>3.10</td>
<td>23.00</td>
<td>0.446</td>
<td>44,618.83</td>
</tr>
<tr>
<td><strong>Average value:</strong></td>
<td></td>
<td></td>
<td></td>
<td><strong>44,004.37</strong></td>
</tr>
</tbody>
</table>

4.1.2 Shrinkage deformations

Shrinkage tests are carried out on prism-shaped specimens in accordance with [6]. The shrinkage deformations are recorded in relation to a calibrated plastic zero specimen. The zero specimen provides a constant reference value over the measuring period and compensates for the differences in length of the test specimens caused by the manufacturing process. The shrinkage deformations are recorded at three prisms on pins embedded in the centre of the concrete (acc. Fig. 3 right). The shrinkage deformations over a concrete age of 28 days result in the mean shrinkage deformations ($\bar{\varepsilon}_S$) of 0.7267 mm/m (acc. Fig. 3 left). According to the investigations of [4], the average swelling of the high-strength fibre concrete amounts to 0.145 mm/m.

![Shrinkage deformations of high-strength fibre concrete](image)

Fig. 3: Shrinkage deformations of high-strength fibre concrete (left); measuring device (right)
4.1.3 Water penetration depth by permeation

The test of water penetration depth by permeation was carried out according to the test standard [5] on three test specimens measuring 200 x 200 x 100 mm. The test surface of the test specimens was roughened by sandblasting after stripping the formwork. The test specimens were clamped in the test device to determine the penetration depth (acc. Fig. 4 left) over a concrete age of 28 days. A water pressure of (5 ± 0.5) bar was set on the test device and maintained for the test procedure of (72 ± 2) hours. After completion of the test procedure, test specimens were removed from the apparatus and immediately split into two halves. At the edge of the bridge, the maximum water penetration depth could be marked by permeation. The tests showed a maximum water penetration depth by permeation ($e_W$) of 2 mm into the high-strength fibre concrete (acc. Fig. 4 right).

Fig. 4: Testing device for determining the water penetration depth by permeation (left), water penetration depth by permeation (right)

4.2 Investigation of the bending load capacity

To check the bending load-bearing capacity, plates with the dimensions of 700 x 150 x 30 mm were produced. Steel rods with a diameter of 8 mm and surrounding spiral tubes were used to create the cavities (acc. Fig. 5, left). After stripping the formwork, the steel bars and the spiral hoses could be pulled out of the panel (acc. Fig. 5, right).

Fig. 5: Test specimen with cavity formwork (left), without cavity formwork (right)

The specimens where stored at (20 ± 2)°C for 28 days. After storage, the cavities of three test specimens were filled with water (Wet) for 7 days. The voids of the reference test specimens (Dry) were not filled with water.
Fig. 6 on the right shows the test setup of the 4-point bending test. The force was absorbed under the middle piston via a 20 kN load cell. The displacement transducers on the front and rear side take up the deflection of the test specimen. The deflection was recorded in the centre of gravity of the test specimen. Fig. 6 left shows the average force-deflection behaviour of the dry and the wet test specimens. Both curves show a similar cracking behaviour. After the initial crack, the fibres in the test body absorb and maintain at this plateau until the fibres are completely pulled out. In the linear-elastic range, the curves differ in stiffness and maximum initial cracking force. The initial cracking force decreases by approx. 40 % due to the inherent tensile stresses at the edge of the cross-section caused by swelling of the test specimen interior.

Fig. 6: Comparison of the bending load capacities (left), test setup (right)

5 Evaluation and Results

By determining the material parameters and the water penetration depth by permeation, the inherent tensile stress from the swelling of the cross-sectional core can be calculated with the theoretical considerations and compared with the difference between the initial cracking stresses of the reference test specimens and the wet test specimens.

The residual tensile stresses can be calculated using the following approach: The areas of the internal pressure and internal stress must equalize over the cross-section. It follows that the internal tensile stresses are directly dependent on the quotient of the area of the internal compressive stresses and the dry area of the concrete cover ($c_o$).

$$\sigma_{E,T} = \frac{A_{E,Q}}{e_T}$$

The area of the inherent compressive stresses can be calculated with the approach shown in Fig. 2 using the inherent compressive stresses from the swelling and the water penetration depths from permeation and capillary suction.

$$A_{E,Q} = e_W * \sigma_{E,Q} + e_K * \frac{\sigma_{E,Q}}{2}$$

$$\sigma_{E,Q} = E_{cm} * \varepsilon_Q$$

The swelling strains reach 20% of the mean shrinkage strains $\bar{\varepsilon_S}$. With a concrete cover ($c_o$), a water penetration depth by permeation ($e_W$) of 2 mm and a water penetration depth by capillary suction ($e_K$) of 2 mm, inherent tensile stresses of 3.19 N/mm² occur at the cross-section edge. This corresponds to a difference in the bending tensile stresses of 35 %. The calculated difference corresponds approximately to the reduction of 40 % of the bending load capacity from the test results (acc. Fig. 6).
Influence of constant hygric stress on the load-bearing behaviour of high-performance solid absorber made of high-strength fibre concrete

6 Conclusion and outlook

The difference between the calculation and the test results can be traced back to the assumptions made for the source expansions and the water penetration depth from capillary suction. With the calculation approach presented, it is possible to determine the influence of the residual stresses from the hygric stresses on the flexural strength of high-performance solid absorber. Nevertheless, the influence is slightly underestimated, which leads to the design being carried out on the uncertain side. The underestimation can be attributed to the unknown swelling strains and the capillary penetration depth.

The swelling strains and shrinkage strains are mainly controlled by the cement. The correlation of the strains does not depend on the type of cement and the mass fraction. Therefore, it can be assumed that the degree of swelling strains corresponds to the assumptions made and has rather a minor influence on the underestimation of the inherent tensile stresses. In the further course of the research work, the swelling strain of the high-strength concrete will be determined by means of sensor fibres.

A greater influence can be attributed to the water penetration depth from capillary suction. In high-strength concretes, hardly any capillary pores are to be expected due to the high packing density, which greatly reduces the water penetration depth. In the assumptions made, the water penetration ($e_w$) depth due to capillary suction ($e_c$) is underestimated, which also leads to an underestimation of the intrusion stresses ($\sigma_{e,T}$) at the edge of the cross-section.

In the further course of the research work, tests based on [7] are planned. In addition to determining the water penetration depth by capillary suction, the aim of the tests is to determine the drying range and draw conclusions about the minimum concrete cover to ensure the serviceability of high-performance solid absorber.

The residual stresses from concrete shrinkage were not considered in the presented model, since the measured shrinkage deformations were predominantly completed after 14 days and the test specimens were stored under identical climatic conditions up to a concrete age of 28 days.
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Abstract
The impregnation mechanism of multifilament yarns by a cementitious matrix, because of the heterogeneity of those materials, is more or less incomplete and random. Since this impregnation defines the mechanical properties of the composite, it must be evaluated and predictable. In this study, we focus on the influence of the matrix properties on the impregnation of the yarn and its link with the mechanical behaviour. By studying the link between the pull-out behaviour and the various matrix properties used to embed the yarn, it was found that it’s the fluidity of the matrix that influences the impregnation, leading to a significant improvement of the maximum load for matrices with higher fluidity. The embedded length also has a role on the mechanical properties.

1 Introduction
Short monolithic fibres mixed in mortar are widely used nowadays [1] [2]. However, in textile cement matrix composites, a new technology is growing in the last few decades in research and industrial fields: TRC, textile reinforced concrete [3] [4]. They consist in textile structures made of continuous multifilament yarns (carbon [5], glass [6]…) that are embedded in fine grained and fluid cement matrices [7]. This type of reinforcements has many advantages compared to steel reinforcements (light, flexible, non-corrosive) but a main drawback that is slowing down its development: its impregnation mechanism is very specific and hard to visualize and model [8] [9] [10]. It leads to a difficult prediction of the mechanical properties of this type of composites [11] and so it is mainly used in prefabricated non-structural elements [12]. To generalize its use in other applications, it is necessary to understand its specificity and study the parameters influencing the bond between the multifilament yarn and the matrix. Several studies [13] [14] [15] concluded that the ductility of this type of composite is especially interesting because it leads to better behaviour of the composite, so the link between the matrix and the yarn shouldn’t be too strong to keep this ductility. Moreover, this property can be used in masonry, to repair existing damaged structures or to create new one [16] [17]. In the light of those conclusions, our study focuses on the mechanical behaviour of yarn embedded in matrices with low mechanical resistance. To do so, various matrices composed of a mix of cement and calcareous filler presenting different rheological and mechanical properties were used to embed a glass multifilament yarn. The matrices were chosen in order to enable a slippage of the yarn and so a ductile behaviour. Pull-out tests were then performed, on samples with various embedded length of yarn, to evaluate the influence of this parameter on the mechanical behaviour.

2 Material and methods

2.1 Glass multifilament and matrices
The glass multifilament yarn used in this study is a direct roving from Owens Corning range Cem-l 5325. It has a linear weight of 2400 tex, approximately 1600 filaments and a weak sizing. This yarn is chosen because its linear weight is high, which leads to less damage during the manipulation. Furthermore, its weak sizing enables better penetration of the matrix in-between the filaments.

The matrices are inspired by the standard mortar formulation (1 part of cement, 3 parts of standard sand and 0.5 part of water), according to NF EN 196-1 standard. However, to obtain a wide
range of mechanical strength and fluidity, a part of the CEM I 52.5R cement is substituted in volume with calcareous filler and various water to binder ratios (W/B) are used. The workability is measured according to the norm NF P18-452 using a workability meter, the compressive strength according to the norm NF EN 196-1 on 4*4*16 prismatic specimens of mortar without yarn after 28 days of curing under water. Their composition and properties are summed up in Table 1.

Table 1 Matrices composition and properties

<table>
<thead>
<tr>
<th>Matrix</th>
<th>Binder</th>
<th>W/B ratio (%)</th>
<th>Workability (s)</th>
<th>Compressive strength (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M50 50F</td>
<td>50% cement + 50% c. filler</td>
<td>50</td>
<td>3</td>
<td>27.0 ± 0.5</td>
</tr>
<tr>
<td>M50 70F</td>
<td>30% cement + 70% c. filler</td>
<td>50</td>
<td>4</td>
<td>9.3 ± 0.2</td>
</tr>
<tr>
<td>M47 70F</td>
<td>30% cement + 70% c. filler</td>
<td>47</td>
<td>6</td>
<td>10.5 ± 0.2</td>
</tr>
<tr>
<td>M45 70F</td>
<td>30% cement + 70% c. filler</td>
<td>45</td>
<td>8</td>
<td>12.7 ± 0.1</td>
</tr>
</tbody>
</table>

2.2 Sample manufacturing and pull-out test

The test samples are manufactured in a 4*4*16 steel mold and composed of a 10 cm free length, Lf, of yarn and an embedded length, Le, of yarn in the matrix along the principal axis of the prism. This embedded length is obtained by sawing the 4*4*16 samples, after 27 days of storage in water. Different embedded lengths were tested, varying from 1 to 8 cm. To investigate the mechanical bonding of a multifilament yarn in a mortar, pull-out tests have been performed on an Instron testing machine, at a low speed of 2mm/min. In order to enable the clippage of the end of the free length in the jaw of the testing machine and to prevent shearing of glass filaments, this extremity of the yarn was stuck between two epoxy plates of 2.5*5 cm. This manufacturing process and the pull-out test device are illustrated in Figure 1.

For each sample, the pull-out test is stopped when the displacement reaches the embedded length of the sample.

![Sample manufacturing process and pull-out test device](image)

Figure 1 Sample manufacturing process (left) and device for the pull-out test (right)

2.3 Mechanical and physical parameters

After the pull-out test is stopped, the free length is composed of the epoxy plate at one side and the extracted length at the other. In the embedded length, some filaments that failed during the test and were not extracted of the mortar remain, and there is a void left by filaments extracted (visible by the hole left on the sawed surface of the sample, see Figure 2). The extracted mass M\text{ext} of yarn for each sample is also measured by cutting the extracted length L\text{ext} of yarn from the cement matrix after pull-out test and weighing it (see Figure 2).
On the load/displacement curves obtained from the pull-out test, two mechanical parameters are computed: the maximum load $P_{\text{max}}$ and the residual load $P_{\text{res}}$ (as shown in Figure 4).

![Figure 2](image1.jpg)  
**Figure 2** $M_{\text{ext}}$ measurements and variety of voids left by extraction found for several samples

3 Results and discussion

3.1 Influence of the embedded length

To study the influence of the embedded length, several samples with the same matrix were sawed at different lengths. The chosen matrix is M50-00 70F. The different embedded lengths tested are 1 cm, 2 cm, 4 cm and 8 cm. Average values of $P_{\text{max}}$ and $P_{\text{res}}$ is computed for each considered embedded length. Those average values are shown in Figure 3. It is visible that the embedded length has a significant influence both on the $P_{\text{max}}$ and $P_{\text{res}}$ values. It is because, on a higher embedded length, the number of filaments/matrix bonds is higher, leading to a higher strength to break it and a higher friction value to extract the filaments on a higher length. However, this influence is not proportional to the embedded length. Indeed, for the $P_{\text{max}}$ values for $Le=2\text{cm}$ and $Le=4\text{cm}$ samples, there is no significant difference. Moreover, between sample with $Le=1\text{cm}$ and $Le=8\text{cm}$, the $P_{\text{max}}$ values are only multiplied by approximately 4 and not 8. It enables to conclude that the yarn is not solicited equally on its entire embedded length: the load transfer along this length is not efficient because of the incomplete impregnation of the yarn. Therefore, the area at the $Le/L_f$ interface, where the load is applied, has a stronger influence on the maximum load obtained during the pull-out test. Other mechanism might also influence the pull-out maximum load, such as the behaviour and damaged of the free length of yarn, the impregnation of the yarn or the defect during manufacturing of the samples.

![Figure 3](image2.jpg)  
**Figure 3** Average $P_{\text{max}}$ (left) and $P_{\text{res}}$ (right) values matrix M50-00 70F according to the embedded length, scatter based on standard error

3.2 Description of the global pull-out behaviour
Despite a high variability of the results, presented in Table 2, a global pull out mechanical behaviour can be described. First, an ascendant slope is encountered, which constituted the pre-peak phase. It corresponds to first the tensioning of the filaments and their alignment and then the beginning of the weakest filaments and filaments/matrix bonds failures. Then, $P_{\text{max}}$ is reached and, after, successive debonding and/or breaking of the filaments leads to a soft descendant branch during the post-peak phase. When the displacement is high enough, the post-peak phase reaches an inflexion point, that characterises the residual load $P_{\text{res}}$. This point marks the beginning of the post-peak residual phase governed by filaments slippage along the embedded length. This last phase ends at a displacement equal to $L_e$. It is visible on the load/displacement curve in Figure 4.

Some samples also exhibit no filaments sliding and extraction, all the filaments fails during the pull-out test. The samples with this behaviour are in minority in the case of matrices with calcareous filler, and they are due to a high damage of the free length of those samples, so they are excluded from this study.

During the test, it was observed that the sliding at the extremity of the embedded length begins approximately when the maximum load is reached, so the filaments sliding and extraction has an influence on the $P_{\text{max}}$ and $P_{\text{res}}$ values. However, when $P_{\text{max}}$ and $P_{\text{res}}$ are studied, they are not linked (except that they both depend on $L_e$). It is because $P_{\text{max}}$ values seem to be more linked to filaments’ own strength and failure and filaments/matrix bond’s strength, whereas $P_{\text{res}}$ values seems to be influenced by other mechanisms, such as matrix/filaments friction and the presence of small part of matrix that are detached and prevent the filament extraction, leading to a higher value of the residual phase.

Those hypotheses are confirmed by the study of the link between the mechanical parameters $P_{\text{max}}$ and $P_{\text{res}}$ and the extracted mass $M_{\text{ext}}$. A study for all the samples with matrix M50 70F is conducted. Because it was established that $L_e$ has a significant influence on $P_{\text{max}}$ and $P_{\text{res}}$ values, the samples are distinguished according to their embedded length.

In Figure 5, it is visible that, if all the samples for each embedded are considered, there is a link between $M_{\text{ext}}/L_e$ and $P_{\text{max}}$ values. For samples with higher quantity of filaments extracted, the maximum load is superior, except for samples with $L_e=4\text{cm}$. It indicates that the extracted filaments can be: filaments that were not impregnated by the matrix, and their participation in the load bearing is weak, but also filaments that were impregnated by the matrix, and since the matrix has a weak strength and the filament/matrix bond is weak, this bond is inferior to the filament strength and more filaments get detached from the matrix and are extracted. It is this phenomenon that leads to a higher maximum load value for a higher extracted mass of filaments.

Concerning the residual phase, this study is shown in Figure 6. It is visible that $M_{\text{ext}}/L_e$ is also linked to $P_{\text{res}}$ values. The $P_{\text{res}}$ values are globally superior for superior $M_{\text{ext}}/L_e$, which indicates that more filaments extracted lead to more friction between the filaments and the matrix during extraction and explains those higher $P_{\text{res}}$ values.

Table 2 Results of the pull-out tests

<table>
<thead>
<tr>
<th>Matrix</th>
<th>$L_e$ (cm)</th>
<th>Number of samples</th>
<th>Average $P_{\text{max}}$ (N)</th>
<th>Average $P_{\text{res}}$ (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M50 50F</td>
<td>2</td>
<td>3</td>
<td>$121 \pm 38$</td>
<td>$14 \pm 3$</td>
</tr>
<tr>
<td>M50 70F</td>
<td>1</td>
<td>6</td>
<td>$67 \pm 32$</td>
<td>$9 \pm 7$</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5</td>
<td>$129 \pm 26$</td>
<td>$10 \pm 4$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>4</td>
<td>$143 \pm 26$</td>
<td>$19 \pm 2$</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>3</td>
<td>$247 \pm 16$</td>
<td>$27 \pm 17$</td>
</tr>
<tr>
<td>M47 70F</td>
<td>2</td>
<td>6</td>
<td>$96 \pm 35$</td>
<td>$11 \pm 5$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>4</td>
<td>$147 \pm 25$</td>
<td>$19 \pm 1$</td>
</tr>
<tr>
<td>M45 70F</td>
<td>4</td>
<td>6</td>
<td>$139 \pm 29$</td>
<td>$15 \pm 4$</td>
</tr>
</tbody>
</table>
Figure 4  Example of a load/displacement curve from a pull-out test and mechanical parameters

Figure 5  $P_{\text{max}}$ according to $M_{\text{ext}}/L_e$ for each sample of M50 70F matrix, different $L_e$

Figure 6  $P_{\text{res}}$ according to $M_{\text{ext}}/L_e$ for each sample of M50 70F matrix, different $L_e$
4 Influence of the matrix properties

To study the influence of the matrix properties on the pull-out mechanical results, it is necessary to divide the values of the mechanical parameters by the embedded for each sample, because it has been established that $L_e$ has a significant influence on those values, even if they are not directly proportional to $L_e$. This division must be done to be able to compare all the samples.

4.1 Influence of the mechanical properties

To evaluate the influence of the mechanical properties of the matrix on the pull-out results, matrix with 50% of calcareous filler (compressive strength around 30 MPa) are compared to matrices with 70% of filler (compressive strength around 10 MPa). The results, presented in Table 2 and Figure 7, shows that the values of the mechanical parameters of the pull-out test are not influenced by the mechanical properties of the matrix for those matrices with calcareous filler and compressive strength inferior to 30 MPa. It means that the maximum load and the residual phase are not linked to the matrix density, so this density doesn’t influence the failure or slippage mechanism of the filaments. The bond and the filaments strengths are the parameters influencing those phenomena.

However, $M_{ext}/L_e$ is linked to the compressive strength of the matrix, a higher compressive strength leading to fewer $M_{ext}$ as it can be seen in Figure 8. It can be explained by two factors: the matrix with lower compressive strength is detached easier and more particles of this matrix are extracted with the filaments, leading to higher $M_{ext}/L_e$ values, or a matrix with higher density can block more the filaments extraction and it explains the lower $M_{ext}$ values. However, this phenomenon seems to have no significant influence on the maximum load and residual phase, so it can be concluded that the filament extraction is not a direct influencing factor for those mechanical parameters.

![Figure 7 Average $P_{max}/L_e$ values of pull-out samples according to the compressive strength of the matrix, scatter based on standard error](image1)

![Figure 8 Average $M_{ext}/L_e$ values of pull-out samples according to the compressive strength of the matrix, scatter based on standard error](image2)
4.2 Influence of the workability

According to several studies [18], increasing the workability of the matrix has a beneficial effect on the mechanical properties of the resulting composite. In fact, it was shown that the bond between the filaments of the multifilament yarn and the matrix is a crucial point for the mechanical properties of the composite [19] [20]. To increase this bond, specific mortars were manufactured, they are fine grained concrete with high fluidity thanks to high quantity of superplasticizer. The fluidity was also modified using fly ashes, which also enables to reduce the alkalinity of the mortar and avoid yarn chemical damages because of this alkalinity.

In the case of the present study, workability was varied by using different W/B ratios: W/B=0.50, W/B=0.47 and W/B=0.45. Thanks to this, the workability ranges from 3 sec to 10 sec approximately. As it has been shown in section 4.1, the mechanical properties of the matrices have no influence on the pull-out results, so all the matrix can be compared according to their workability, regardless of their different mechanical strengths.

It is visible in Figure 9 that a higher fluidity leads to higher average $P_{\text{max}}/L_e$ values for the considered matrices. It can be explained by the fact that, as it was concluded in the previous section with the study of the extracted mass of filaments, the $P_{\text{max}}$ values are mainly linked to the filaments/matrix debonding, and a higher fluidity leads to better impregnation, so a higher strength of the filaments/matrix bond (especially leading to more anchor points for each filament).

![Figure 9](image_url) 

Figure 9 Average $P_{\text{max}}/L_e$ values of pull-out samples according to the workability of the matrix, scatter based on standard error

5 Conclusion

By studying the different mechanical parameters computed on the pull-out curve, and the quantity of filaments extracted during the pull-out test, it is possible to describe the pull-out behaviour of this composite and to understand the mechanism influencing each phase of it.

The pull-out behaviour can be divided in two phases: the first phase includes the pre-peak, peak and post-peak phase, and corresponds to the tensioning of the filaments, their elongation and their successive failure. It is linked to the filaments’ organisation in the yarn, the filaments’ own mechanical behaviour and the filaments/matrix bonds. This conclusion is reinforced by the fact that the maximum load at the peak is proportional to the extracted mass of filaments, which means that filaments debonding and failure are the main mechanism occurring during this phase. This phase is also linked to the rheological properties of the matrix, and a higher fluidity leads to a better yarn impregnation, so a higher strength of the filaments/matrix bond, and a higher maximum load for the pull-out test.

The residual phase is governed by other mechanisms. $L_{\text{ext}}$ is equal to $L_e$, even for the highest embedded lengths. It means that, for several filaments, debonding occurred all along the embedded length and the bond strength between those filaments and the matrix is inferior to the tensile strength of the filaments. However, since the maximum load is not linked to the residual load, computed at the beginning of the residual phase, it means that this debonding mechanism has no influence on the residual phase. The residual load values are mainly linked to the friction between the filaments and the matrix during the filaments’ extraction.

For those matrices with cement and calcareous filler, the mechanical properties of the matrices don’t have a significant influence on any of the phases of the curve. It is the rheological properties of...
the matrix and the embedded length of the samples that are the key factors to explain the maximum load and residual load values for all the samples.
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Abstract
To solve the strength problem of concrete and fiber concrete elements under central one-sided local compression, a variational method in the theory of ideal plasticity is used. The functionality of the virtual velocities method is investigated at steady state. As a plastic potential, the condition of concrete strength is used in the form of a paraboloid of rotation. A kinematic scheme was developed based on the generalization of the failure character. A pyramid with localization of plastic strain on the lateral faces is considered. The dependences are obtained of the failure resistance under triaxial state of stress on the ratio of the height and dimensions of the cross section of the element to the dimensions of the stamp through which the load is transmitted. Comparison of theoretical and experimental strength is made.

1 Introduction
The reliability of buildings and structures made of reinforced concrete depends to a large extent on the effectiveness of the structural decisions of the supporting sections and the joins of the elements of the bearing systems. In this case, consideration is given to ensuring their strength.

Concrete strength under local compression should be checked when transferring large concentrated loads from trusses, arches and beams of buildings and structures to massive concrete supports, walls or columns, in areas of concrete crimping with prestressed reinforcement with anchors at the ends, in places of columns support of tall buildings on slab or column foundations, in joints of precast columns under centering gaskets and supporting of heavy technological equipment to the foundations, when arranging the power floor, takeoff and landing runways at airfields, at the supporting of the mounting racks in the mines and mine working and in a number of other cases. Therefore, the rules for the design of concrete and reinforced concrete structures provide a chapter on their calculation for the effect of local load. The purpose of this calculation is to enable the designer to objectively assess the degree of reliability of the load-bearing structure, to reduce the material intensity of the reinforced concrete structure, and even, with appropriate justification, to refuse local indirect reinforcement. Taking into account the great variety of operation cases of elements under the action of local load, which exists in practice, the specificity of the stress-strain state of the zone of their failure should be taken into account when calculating the strength [1], [2].

One of the ways to increase the strength of the supporting sections of structures is to increase the resistance characteristics of concrete, in particular by adding fibers. Basalt fiber is one of the strongest mineral fibers. It has a number of significant advantages, namely high mechanical properties at a fairly low cost. Its use allows increasing the strength of concrete and reducing the weight of structures. Basalt fibers provide concrete with three-dimensional strength, are resistant to physical damage during mixing, are non-corrosive, which is characteristic of steel fiber, easily distributed over the volume of the element, do not form clots unlike polypropylene. According to the materials of experimental studies, the optimal size of basalt fiber has been established [3].

Numerous experimental-theoretical studies [4]–[12] of concrete elements under the local loading contribute to a deeper study of the problem. It should be noted that the empirical approach to the calculation of strength is the most common, in which particular attention is paid to determining the “calculated” area of the element [4]–[8]. However, there is an understanding of the need to take into account the influence of the element height [7], [8], the location of the load [5], the type of concrete [6], [9] and other factors of influence [10]. When applying empirical dependencies, there is a complexity of taking into account multifactorial influences and there is some ambiguity in the estimation
of determining factors. Therefore, improving the methods of calculation on a general theoretical basis and clarifying the impact on the strength of various determinants is an urgent task.

2 Variation method in the theory of plasticity under local compression

Mechanics of rigid deformed body is promising as a general basis for solving the issues of strength of concrete and reinforced concrete [13]–[15]. To calculate the strength under local compression, a variation method in the theory of ideal plasticity is used. It is sufficiently tested in the National University “Yuri Kondratyuk Poltava Polytechnic” under the shear action [16]–[18] and for the improvement of structural systems of buildings [19].

Concrete is treated as a rigid-plastic body. Plastic strains are considered localized in thin layers on the failure surface in the compressed zone. Other areas are taken as absolutely rigid.

Cubes and prisms of ordinary and fiber concrete are considered, centrally loaded by vertical force $F$ through steel stamps on part of the element surface on one side and supported over the entire area on the opposite side.

The kinematic scheme of failure is presented in Fig. 1.

The character of the integrity violation of the elements under central one-sided local compression is as follows: at the beginning, directly under the stamp in the compressed zone, a pyramid is formed, which is released as a result of the formation of sliding surfaces (Fig. 1). Directional plastic strain is localized on the lateral faces of the pyramid and a displacement is realized; as the load increases, the pyramid is compacted and acts on the other part of the element, as more rigid body, which causes a brittle breaking-up in the sample due to vertical pressure and horizontal spread; further movement of
the pyramid by the height of the element leads to the crushing of concrete with a slight drop in the load on the downward branch of deformation.

Thus, almost simultaneously, three forms of concrete destruction are realized: shear, tear and crushing.

Normal $\sigma_n$ and tangent $\tau_n$ stresses are applied on the lateral surfaces of the pyramid. The relationship between them is determined by the condition of the concrete strength at the triaxial state of stress [20], geometrically represented in the coordinates of the principal stresses by the paraboloid of rotation and is written in the form:

$$\tau_n = \sqrt{m(\sigma_n + m/4 + n^2)/(12m)}$$  \hspace{1cm} (1)

where $m = f_{c,prizm} - f_{c,alt}$, $n = f_{c,prizm} + f_{c,alt}$, here $f_{c,prizm}$ and $f_{c,alt}$ - prism compressive strength and axial tensile strength of concrete.

In the region of cleavage stress equal to the concrete resistance of the axial tension.

At the entire failure surface of the element a limit state in the area of compression and tension reaches simultaneously. The functionality of virtual velocities principle [21] is investigated at steady state, which is equivalent to solving the boundary problem, discontinuous solutions are used. However, on the shear surface, plastic strains are localized [22] and there are velocity jumps in both the tangential and the normal direction, which is caused by the dilatation of the concrete in the failure stage. Velocity jumps in the compressed zone are generally expressed through the parameters that depend on the velocity direction of rigid units separated by shear surface and the values of the angles of the failure surface inclination.

The condition of concrete strength in the area of non-uniform compression is considered as a condition of plasticity. In this case, the plasticity surface is placed in the middle of the strength surface and lags behind it by a value that reaches zero. As a result of intense directional strain, movement over the paraboloid surface occurs without disturbing the strength condition, which is accompanied by a change in the stress state of the element. That is, there is no quantitative difference between the strength and plasticity equations, which allows the use of a mathematical apparatus of the plasticity theory under a given relationship between stresses in the condition of concrete strength.

For this problem, the unknown and varying parameters are the ratio of velocity components in the horizontal $V_2$ and vertical $V_1$ directions and the inclination angle $\gamma$ of the failure surface along the long side of the stamp to the vertical.

The relation between the angle $\gamma$ and the angle of the pyramid faces along the short side $\gamma_1$ is established by the equation $\tan \gamma_1 / \tan \gamma = b_{loc} / l_{loc}$.

The dependency for determining the value of failure resistance under local compression is written as:

$$f_{c,loc} = \frac{m}{2\tan \gamma} \left[ B^2 k + \frac{(1 + k \tan \gamma)^2}{4(k - \tan \gamma)} + \frac{1 + k^2 (1 + k \tan \gamma)^2}{4k^2 \tan \gamma} + f_{c,alt} \left(4k_1\alpha_2 \tan \gamma - k_1\right) \right]$$  \hspace{1cm} (2)

where $B = \left[1 + \chi/(1 - \chi)^2\right]/3$, $\chi = f_{c,alt}/f_{c,prizm}$, $k = V_1/V_2$, $k_1 = b_{loc}/l_{loc}$, $\alpha_1 = b/l_{loc}$, $\alpha_2 = h/l_{loc}$.

When a square stamp is used, formula (2) takes the form:

$$f_{c,loc} = \frac{m}{2\tan \gamma} \left[ B^2 k + \frac{(1 + k \tan \gamma)^2}{4(k - \tan \gamma)} + \frac{1 + k^2 (1 + \tan \gamma)^2}{4\tan \gamma} + f_{c,alt} \left(4k_1\alpha_2 \tan \gamma - 1\right) \right]$$  \hspace{1cm} (3)

The value of the failure load corresponds to the minimum power of plastic strain in the compressed zone.

The results of the solution of the strength problem by the variational method in the plasticity theory indicate the influence of the ratio of the element height to the size of the loading platform, as well as the ratio of the cross-sectional area of the sample and the loading area, on the concrete strength under local compression.

The values of the relative failure resistance under the action of one-sided local compression $f_{cd,loc}/f_{cd}$ taking into account the influence of the ratio of the geometric parameters of the element and the sizes of the stamp $b/l_{loc}$ and $h/l_{loc}$ (Fig. 1) and the strength characteristics of concrete and fiber concrete on compression are given in the table 1.
Table 1  The value of the relative resistance of the concrete failure under local compression $f_{cd,loc}/f_{cd}$ at different ratios of thickness and height of the element to the width of the stamp $b/l_{loc}$ and $h/l_{loc}$.

<table>
<thead>
<tr>
<th>$b/l_{loc}$</th>
<th>$h/l_{loc}$</th>
<th>Concrete class</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>C16/20</td>
</tr>
<tr>
<td>for square stamp</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3.55</td>
<td>3.46</td>
</tr>
<tr>
<td>4</td>
<td>3.97</td>
<td>3.88</td>
</tr>
<tr>
<td>5</td>
<td>4.36</td>
<td>4.22</td>
</tr>
<tr>
<td>6</td>
<td>4.72</td>
<td>4.56</td>
</tr>
<tr>
<td>7</td>
<td>5.07</td>
<td>4.93</td>
</tr>
<tr>
<td>8</td>
<td>5.41</td>
<td>5.21</td>
</tr>
<tr>
<td>for rectangular stamp $b_{loc}/l_{loc}=2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.33</td>
<td>2.28</td>
</tr>
<tr>
<td>4</td>
<td>2.55</td>
<td>2.49</td>
</tr>
<tr>
<td>5</td>
<td>2.76</td>
<td>2.68</td>
</tr>
<tr>
<td>6</td>
<td>2.96</td>
<td>2.87</td>
</tr>
<tr>
<td>7</td>
<td>3.15</td>
<td>3.04</td>
</tr>
<tr>
<td>8</td>
<td>3.33</td>
<td>3.22</td>
</tr>
<tr>
<td>for square stamp</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4.36</td>
<td>4.22</td>
</tr>
<tr>
<td>4</td>
<td>4.96</td>
<td>4.77</td>
</tr>
<tr>
<td>5</td>
<td>5.52</td>
<td>5.31</td>
</tr>
<tr>
<td>6</td>
<td>6.05</td>
<td>5.81</td>
</tr>
<tr>
<td>7</td>
<td>6.55</td>
<td>6.28</td>
</tr>
<tr>
<td>8</td>
<td>7.04</td>
<td>6.74</td>
</tr>
<tr>
<td>for rectangular stamp $b_{loc}/l_{loc}=2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.76</td>
<td>2.68</td>
</tr>
<tr>
<td>4</td>
<td>3.09</td>
<td>2.99</td>
</tr>
<tr>
<td>5</td>
<td>3.39</td>
<td>3.27</td>
</tr>
<tr>
<td>6</td>
<td>3.69</td>
<td>3.55</td>
</tr>
<tr>
<td>7</td>
<td>3.97</td>
<td>3.82</td>
</tr>
<tr>
<td>8</td>
<td>4.23</td>
<td>4.06</td>
</tr>
</tbody>
</table>

By implementing the kinematic scheme of failure shown in Fig. 1 under local compression the tensile strength $f_{ctd}$ also affects on the strength of the elements, in addition to the concrete resistance to compression $f_{cd}$. The placement of basalt fibers in concrete leads to a significant increase in the value of $f_{ctd}/f_{cd}$ and an increase in the relative resistance to destruction of $f_{cd,loc}/f_{cd}$. Thus, when $f_{ctd}$ is increased 1.5 times $f_{cd,loc}/f_{cd}$ increases by 20% for square stamp and by 15% for rectangular stamp with $b_{loc}/l_{loc}=2$ for the ratio of thickness and height of the element to the width of the stamp $b/l_{loc}=3$ and $h/l_{loc}=5$.  
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### 3 Comparison of theoretical and experimental strength

Comparison data of theoretical and experimental strength are given in table 2.

**Table 2** Comparison of experimental and theoretical strength of concrete specimens under local compression.

<table>
<thead>
<tr>
<th>Authors</th>
<th>$b/h_{loc}$</th>
<th>$h/h_{loc}$</th>
<th>$f_c$ [MPa]</th>
<th>$f_{ct}$ [MPa]</th>
<th>$f_{ct,loc}/f_c$</th>
<th>$f_{c,loc}/f_c$</th>
<th>$f_{c,loc}/f_{ct,loc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ince R. and Arici E. [4]</td>
<td>2.5</td>
<td>2.5</td>
<td>9.63</td>
<td>1.23</td>
<td>4.72</td>
<td>3.61</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>24.02</td>
<td>2.27</td>
<td>4.23</td>
<td>3.32</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>24.05</td>
<td>2.27</td>
<td>3.64</td>
<td>3.32</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>27.42</td>
<td>2.48</td>
<td>2.70</td>
<td>3.32</td>
<td>1.23</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>48.00</td>
<td>3.60</td>
<td>5.41</td>
<td>3.32</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.99</td>
<td>3.32</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.45</td>
<td>3.32</td>
<td>1.02</td>
</tr>
<tr>
<td>Au T. and Baird D. L. [7]</td>
<td>2</td>
<td>1</td>
<td>31.03</td>
<td>2.69</td>
<td>7.66</td>
<td>4.90</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>31.03</td>
<td>2.69</td>
<td>6.36</td>
<td>4.90</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>2.45</td>
<td>1.22</td>
<td>31.03</td>
<td>2.69</td>
<td>4.83</td>
<td>4.90</td>
<td>1.01</td>
</tr>
<tr>
<td>Gladyshev B. M. [23]</td>
<td>2.5</td>
<td>2.5</td>
<td>12.30</td>
<td>1.45</td>
<td>4.39</td>
<td>3.14</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3</td>
<td>19.62</td>
<td>1.55</td>
<td>3.46</td>
<td>3.14</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>4</td>
<td>10.08</td>
<td>1.00</td>
<td>2.45</td>
<td>3.14</td>
<td>1.28</td>
</tr>
<tr>
<td>Piradov A. B. [24]</td>
<td>5</td>
<td>5</td>
<td>19.62</td>
<td>1.55</td>
<td>7.66</td>
<td>4.90</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>6</td>
<td>24.21</td>
<td>1.21</td>
<td>6.36</td>
<td>4.90</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3</td>
<td>19.62</td>
<td>1.55</td>
<td>4.83</td>
<td>4.90</td>
<td>1.01</td>
</tr>
<tr>
<td>Mitrofanov V. P., Dovzhenko O.O. [25]</td>
<td>6.67</td>
<td>6.67</td>
<td>3.87</td>
<td>0.40</td>
<td>8.99</td>
<td>8.73</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>10.08</td>
<td>1.00</td>
<td>8.60</td>
<td>8.55</td>
<td>0.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10.62</td>
<td>1.00</td>
<td>8.05</td>
<td>8.32</td>
<td>1.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15.12</td>
<td>1.50</td>
<td>8.05</td>
<td>8.55</td>
<td>1.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>29.88</td>
<td>1.70</td>
<td>6.75</td>
<td>6.47</td>
<td>0.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.38</td>
<td></td>
<td>2.70</td>
<td>3.62</td>
<td>1.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.11</td>
<td></td>
<td>4.58</td>
<td>1.11</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The proposed kinematic scheme (Fig. 1) is compared with the pattern of specimens failure [4], [7], [23]–[26]. Analysis of the failure character indicates that the violation of the element integrity begins with the movement of the stamp vertically downwards, with further splitting and exit of the tear-off pad on the side surfaces of the element in the middle of their part. With square and rectangular stamps and non-uniform load transfer, stress concentration occurs near the corners of the stamps. Then the change of the direction of the splitting plane is possible to the corners of the element, which is not observed when using a round stamp (Fig. 2).

![Fig. 2 Generalized failure character of concrete specimens under one-sided local compression with a square stamp (left) and round stamp (right).](image)

### 4 Conclusions

To calculate the strength of concrete elements under local compression, the theory of concrete plasticity is promising. The application of the variational method and the principle of virtual velocities are suggested. According to research, strength, in addition to the ratio of the load area and the cross-sectional area, is influenced by the ratio of the height of the element to the width of the stamp and both characteristics of the concrete strength. Resistance to destruction of \( f_{cd,loc} \) reaches the maximum value at a square stamp. The proposed kinematic failure scheme has found experimental confirmation. In the case of the pyramid formation under the loading platform and its displacement into the body of the element its splitting occurs with the output of the separation plane on the side faces. Simultaneously shear and detachable forms of failure are realized. The placement of basalt fibers increases the value of \( f_{cd,loc} \), increases the value of the ratio \( f_{ct}/f_c \) and increases the plastic properties of concrete.
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Abstract
The use of non-corrosive high-strength fibrous materials as textile reinforcement allows the construction of more slender elements when compared to members with conventional steel reinforcing bars. This paper explores the load-deformation behaviour of weft-knitted textile reinforcement embedded in a fine grain concrete. In this experimental study, flat concrete specimens with a thickness of 12-16 mm are loaded in uniaxial tension. The study focuses on the comparison of various knitting patterns, materials and geometric features in the knitted textile. Results show that the post-cracking behaviour can be improved for certain configurations in terms of ultimate strength and deformation capacity. The failure mode is governed by the material of the fibres and their coating.

1 Introduction
Textile reinforcement is made from high-strength continuous fibres, which exist in a wide variety from synthetic polymers such as aramid or carbon fibres to inorganic materials such as glass fibre [1], that form rovings, i.e., bundles of thicker strands. Usually, these rovings are coated or fully impregnated with a resin (e.g. epoxy) to improve their resistance against abrasion and the inter-fibre friction, thereby enhancing the stress transfer and distribution within the strand of multiple filaments and hence, increasing the roving’s strength [2]. The majority of existing literature covers flat sheets from orthogonally woven grids of straight rovings (e.g. [3], [4]), but little attention has been given to weft-knitted textiles, which have a great advantage in their geometric definition: They allow for complex shapes without the need of stitching multiple patches together [5]. CNC knitting machines allow to locally vary the length and width of the textile by adding or omitting loops and to include spatial features such as channels or ribs [6]. The KnitCret technology developed at ETH Zürich [7] uses a weft-knitted textile as stay-in-place formwork. The textile is tensioned in a scaffolding frame and it is initially coated with a thin layer of fast-setting cement paste. After hardening, this first layer serves as a stable and stiff formwork for the subsequent application of concrete. The technology was successfully applied in the construction of the KnitCandela pavilion, which was collaboratively realised by Block Research Group (ETHZ) and Zaha Hadid Architects in Mexico City [8]. However, the approach did not explicitly address the integration of reinforcement within the fabrication procedure. Possibilities arising from knitting are summarised in [6]. A potential solution is the activation of the weft-knitted textile as reinforcement – rather than just as lost formwork – by utilising high-strength fibrous materials. Special care needs to be given to the interface between coated textile and the concrete to ensure proper stress transfer. This paper presents an experimental study consisting of uniaxial tension tests on flat concrete sheets with one centred layer of coated textile reinforcement (Fig. 1). The investigations focus on various knitting patterns, types of fibres and coating as well as spatial features within the textiles to enhance the bond between reinforcement and concrete.

2 Experimental campaign
This section summarises the materials, the preparation of the specimens and the test setup including the test protocol and measurement devices.

2.1 Materials, specimens and production
Fibres made of three different materials were used for the textile reinforcement: aramid (AR), carbon fibre (CF) and E-glass (GF), which all have a high tensile strength and adequate to high elasticity modulus, but are sensitive to lateral loading. The notional material properties are shown in Table 1.
Table 1 Properties of textile rovings.

<table>
<thead>
<tr>
<th>Material</th>
<th>$f_{uk}$ [MPa]</th>
<th>$E_t$ [GPa]</th>
<th>$\rho_t$ [g/cm$^3$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aramid</td>
<td>3'000</td>
<td>100</td>
<td>1.44</td>
</tr>
<tr>
<td>Carbon fibre</td>
<td>4'300</td>
<td>240</td>
<td>1.76</td>
</tr>
<tr>
<td>Glass fibre</td>
<td>2'700</td>
<td>73</td>
<td>2.55</td>
</tr>
</tbody>
</table>

Two different types of coating were examined: a highly fluid cement paste consisting of a blended ordinary Portland cement, a polycarboxylate ether based superplasticiser and stabilising nanoparticles [7] (mix design courtesy of Chair of Physical Chemistry of Building Materials at ETH Zürich), and furthermore, a low-viscous two-component epoxy suitable for hand lamination of textile fibres.

The coated textiles were embedded in a fine grain concrete with a maximum aggregate size of $D_{max} = 2$ mm and a w/c-ratio of 0.4, which was mixed in the laboratory (Fig. 1c). The flexural tensile strength was obtained from small prisms (40 mm×40 mm×160 mm) according to EN 196-1 [9]. The material tests for the different batches were conducted at 8 and 13 days after casting, without a significant difference. The uniaxial tensile strength was calculated using Eq. (1) taken from fib Model Code [10]. Considering the depth of the prism $h_b = 40$ mm, the mean flexural tensile strength of 9.5 MPa results in a uniaxial tensile strength of 4.2 MPa.

$$f_{cm} = \alpha \cdot f_{cm,pt} \quad \text{where} \quad \alpha = \frac{0.06 \cdot h_b^{0.7}}{1 + 0.06 \cdot h_b^{0.7}}$$

A total of 28 specimens — with dimensions of 200 mm width, 800 mm height and thicknesses between 12 and 16 mm — were manufactured and tested to failure. The textile reinforcement was produced in a CNC knitting machine (Steiger Libra 3.130) and then tensioned in a wooden frame by hand (Fig. 1a). The pre-stress mostly serves to reduce deflections during application of the coating and has no significant relevance for the mechanical behaviour since the forces are very low when compared to the tensile strength of the yarn. The fabrics were coated and left for 3 days to harden in a climate chamber (Fig. 1b) and one day at room temperature in case of epoxy. The coated textile was cut according to the specimen size, embedded onto a first layer of concrete with a thickness of 5 mm, and finally sealed with another top layer of 5 mm concrete cover (Fig. 1c). The concrete was vibrated on a shaking table during the placing of the reinforcement to minimise air voids. The specimens were put in the climate chamber to harden for at least 8 days.

A double bed knitting machine allows for an almost infinite range of possibilities [5] depending on the sequence of activated needles which form the loop in the textile. Fig. 2 shows an overview of different typical knitting patterns and their schematic formation in the double needle bed. The first two patterns in Fig. 2a and Fig. 2b show a single layer fabric that alternates between the needle beds. The interlocked textile in Fig. 2c is a double-layer textile that is formed by mirroring the activated needles with every new row. Those knitting patterns could only be made from aramid with relatively thin yarns (160 tex; 1 tex corresponds to 1 g per meter of yarn) since the knitting needles cannot grab thicker yarns, and carbon or glass fibre yarns do not allow for such small bending radii and would break during fabrication.
In the following, those textiles will be referred to as ‘directly knitted reinforcement’. Furthermore, the knitting machine allows for the integration of straight rovings (called inlays) within the knitted textile (white yarns in Fig. 2d), which enables the use of thicker yarns and more brittle materials. In this case, the base knitted textile was made from a non-structural acrylic yarns as it served only as a holder for the straight high-strength rovings.

Table 2  Configurations, dimensions and reinforcement content of tested tension ties.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Direction</th>
<th>Texture</th>
<th>Fibres &amp; fineness</th>
<th>Coating</th>
<th>#</th>
<th>b [mm]</th>
<th>t [mm]</th>
<th>$A_c$ [mm$^2$]</th>
<th>$A_r$ [mm$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-1</td>
<td>Warp</td>
<td>Flat</td>
<td>Aramid 160 tex</td>
<td>Cement paste</td>
<td>1</td>
<td>200.7</td>
<td>11.8</td>
<td>2368</td>
<td>12.2</td>
</tr>
<tr>
<td></td>
<td>Weft</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>200.0</td>
<td>13.0</td>
<td>2600</td>
<td>11.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>200.0</td>
<td>12.2</td>
<td>2440</td>
<td>8.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>200.8</td>
<td>13.3</td>
<td>2671</td>
<td>7.9</td>
</tr>
<tr>
<td>2-2</td>
<td>Warp</td>
<td>Flat</td>
<td>Aramid 160 tex</td>
<td>Cement paste</td>
<td>1</td>
<td>200.3</td>
<td>12.1</td>
<td>2424</td>
<td>14.4</td>
</tr>
<tr>
<td></td>
<td>Weft</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>200.7</td>
<td>12.2</td>
<td>2449</td>
<td>13.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>200.3</td>
<td>11.7</td>
<td>2344</td>
<td>8.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>200.3</td>
<td>11.6</td>
<td>2323</td>
<td>8.7</td>
</tr>
<tr>
<td>Inter</td>
<td>Warp</td>
<td>Flat</td>
<td>Aramid 160 tex</td>
<td>Cement paste</td>
<td>1</td>
<td>201.0</td>
<td>15.0</td>
<td>3015</td>
<td>16.0</td>
</tr>
<tr>
<td></td>
<td>Weft</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>200.3</td>
<td>14.3</td>
<td>2864</td>
<td>15.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>201.0</td>
<td>14.0</td>
<td>2814</td>
<td>19.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>200.7</td>
<td>13.9</td>
<td>2790</td>
<td>18.9</td>
</tr>
<tr>
<td></td>
<td>Warp</td>
<td>Ribs</td>
<td>Aramid 160 tex</td>
<td>Cement paste</td>
<td>1</td>
<td>200.3</td>
<td>17.3</td>
<td>3465</td>
<td>16.0</td>
</tr>
<tr>
<td></td>
<td>Weft</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>200.7</td>
<td>15.7</td>
<td>3151</td>
<td>16.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>201.0</td>
<td>15.8</td>
<td>3176</td>
<td>13.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>201.2</td>
<td>14.2</td>
<td>2857</td>
<td>13.3</td>
</tr>
<tr>
<td>Inlay</td>
<td>Weft</td>
<td>Ribs</td>
<td>Aramid 800 tex</td>
<td>Cement paste</td>
<td>1</td>
<td>200.7</td>
<td>13.4</td>
<td>2689</td>
<td>15.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Epoxy</td>
<td>2</td>
<td>200.8</td>
<td>12.6</td>
<td>2530</td>
<td>15.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Carbon fibre 800 tex</td>
<td>Epoxy</td>
<td>1</td>
<td>199.8</td>
<td>13.8</td>
<td>2757</td>
<td>15.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>200.0</td>
<td>15.0</td>
<td>3000</td>
<td>15.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Glass fibre 2400 tex</td>
<td>Epoxy</td>
<td>1</td>
<td>200.2</td>
<td>13.7</td>
<td>2743</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>201.0</td>
<td>13.9</td>
<td>2794</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Epoxy</td>
<td>1</td>
<td>199.8</td>
<td>14.6</td>
<td>2917</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>200.0</td>
<td>14.4</td>
<td>2880</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Epoxy</td>
<td>1</td>
<td>200.5</td>
<td>13.8</td>
<td>2767</td>
<td>16.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>201.6</td>
<td>14.1</td>
<td>2843</td>
<td>16.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Epoxy</td>
<td>1</td>
<td>200.7</td>
<td>14.7</td>
<td>2950</td>
<td>16.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>200.3</td>
<td>13.5</td>
<td>2704</td>
<td>16.9</td>
</tr>
</tbody>
</table>
The coated textile forms a flat surface that might act as a cold joint over its whole area. Therefore, ribs – that are formed by folding and closing the textile as shown in Fig. 2d – were introduced in some configurations as spatial features to enhance bond conditions between the textile reinforcement and the concrete. A thin aramid yarn with a fineness of 160 tex was used for the ribs. Cement paste coating was applied in all specimens with the thinner aramid yarns whereas for the specimens with inlays, both cement paste and epoxy coating were examined. The directly knitted textile reinforcement was tested in parallel and orthogonal to the knitting direction (called weft and warp) whereas the textiles with inlays were only loaded in weft direction (although it is technically possible to include inlays in warp direction, the structural outcome is the same since both orthogonal directions in woven textiles are independent of each other). The configurations of all specimens (with a repetition of 2), their dimensions and their reinforcement contents are summarised in Table 2.

### 2.2 Test setup and protocol

The test setup is based on the recommendation of RILEM TC 232-TDT [11]. The specimens were clamped with stiffened plates over a length of 150 mm with a layer of neoprene with a thickness of 2 mm in between, resulting in a free length of 500 mm (Fig. 3). The plates were connected to the testing machine via threaded rods with spherical bearings on either side to create hinged-hinged boundary conditions, which minimises eccentricities in the load introduction. The specimens were loaded in displacement control. The speed was adjusted during the test according to the following scheme:

- Pre-cracking: 0.15 mm/min
- During crack formation: 0.5 mm/min
- After full crack formation: 1.0 mm/min

A three dimensional digital image correlation measurement system was used to assess the actual deformations of the specimens and to further investigate the crack kinematics. Therefore, a speckle pattern was applied on one side of the specimen. VIC-3D software by Correlated Solutions was used for the correlation of the results. Small plates with a printed speckle pattern were attached directly onto the specimen in the clamped area to mitigate the effect of slip and deformation of the neoprene in the measurement of the overall elongation.

### 3 Results and discussion

Basic results of the experimental campaign are presented in the following. Fig. 4 shows the stresses in the textile reinforcement against the mean strains of all specimens where the reinforcement consists of the directly knitted yarn, whereas Fig. 5 summarises all specimens with straight inlays. The nominal textile stresses ($\sigma_t$) were calculated by dividing the force from the load cell by the textile cross section. The mean strains ($\varepsilon_{tm}$) were obtained from the total elongation divided by the free length of 500 mm.
3.1 General load-deformation behaviour in pre- and post-cracking phase

Two different types of post-cracking behaviour were observed. Most specimens displayed stable multiple cracking and strain hardening once all cracks are formed. The crack spacing was between 10 mm and 20 mm (determined from visual inspection). However, in some specimens with directly knitted reinforcement (such as the flat interlock pattern and interlock with ribs, both loaded in weft direction), the load decreased right after initial crack formation. This phenomenon has already been observed in strain hardening cementitious composites and potential causes were addressed by Yu et al. [12]. In the present tests, eccentricities caused in the manufacturing of the specimens and in the preparation of the test setup may cause rotations and thus, bending out-of-plane.
In most cases, the failure mode was brittle with a sudden steep drop of textile stresses after reaching the peak load. A progressive failure followed once the tensile strength had been reached in one fibre since the material exhibits no ductility and thus, the stresses cannot be redistributed within the reinforcement. However, in deformation controlled tests, the subsequent failure of individual yarns can cause a softening behaviour, which was mostly observed in the directly knitted reinforcement since the yarn rupture caused a local opening of the interlocked loops (as shown in Fig. 6a), but the remaining textile is able to carry some residual stresses. Spalling of the concrete occurred with increasing deformation in the post-peak phase since the textile-concrete interface started to debond and the lateral contraction of the textile initiated buckling of the cover at the edges of the flat tension tie. The integration of ribs in the knitted fabric creates a mechanical connection between the textile and the cover concrete, which hindered spalling.

Some specimens did not display stable cracking and failed directly or shortly after the initial crack had formed. They normally exhibited a softening behaviour, which in case of the straight inlays, seemed to be caused by a pull-out of the fibres rather than progressive failure of the yarns as explained above. From visual inspection, it appears that only the outer fibres of the rovings were ruptured and the inner core was pulled out (Fig. 6b). This failure mode has also been observed in commercially available woven textile reinforcement [4] and is caused by insufficient internal friction of the filaments within the roving.

![Failure modes](image)

**Fig. 6** Failure modes: (a) Subsequent failure of interlocked loops and spalling of cover concrete; (b) rupture of outer fibres and pull-out of inner core; (c) full rupture of fibres.

### 3.2 Strength and utilisation

The utilisation is defined as the maximum nominal tensile stress in the textile divided by the notional tensile strength adopted from the material documentation. The directly knitted textiles displayed low degrees of utilisation. The single-layer knitting patterns (1-1 and 2-2) showed utilisation ratios of around 24% whereas the interlocked double-layer textiles only reached utilisation between 14% and 17%. Therefore, specimens with low reinforcement content already failed upon cracking. The interlocked loops within the knitted textiles leads to small bending radii (with 180°-bents) and to concentrated introduction of lateral forces at the bends of the yarn, which explains the observed significant reduction in strength. The interlocked double-layer knitting pattern exhibits a much denser structure and the integration of ribs creates additional weakening impairing the utilisation.

The specimens with straight inlays performed much better (utilisation between 50% and 70%) since the rovings are only loaded in their axial direction. The contribution of the aramid fibres in the ribs was neglected in the determination of the utilisation since they exhibit much lower stiffness than the straight rovings and, therefore, do not get significantly activated. Eventually, the nominal textile stresses do not reach the full notional tensile strength due to several reasons: (i) Stresses spread across the cross section of a roving via internal friction between individual filaments, which depends on the type of coating and the depth of penetration into the roving [4]. The core fibres might not be loaded yet while the outer fibres of the roving already reach the tensile strength. (ii) Eccentricities in the specimen and in the test setup may cause a deviation of the roving at the crack edges and, therefore, damage the yarn and introduce highly concentrated lateral forces on the reinforcement [3]. (iii) The brittle nature of the fibre material prevents a redistribution of stresses after the first fibre breaks, which makes it more prone to premature failure due to local material deficiencies. A suitable coating or impregnation of the yarns can reduce or even mitigate those effects, whereas in the comparison of cement paste and epoxy, the latter had a more beneficial influence. The specimens with carbon and glass fibre inlays coated with cement paste failed shortly after initial cracking. These fibres are more sensitive to lateral loading than aramid
and can be easily broken even by hand when sharply folded. However, their epoxy-coated counterparts showed much higher failure loads with clean rupture of all rovings (Fig. 6c). From visual inspection of the broken yarns, it seems that the epoxy penetrated better into the yarn due to its lower viscosity and smaller particles while the cement paste only covered a lesser depth but most of the core remained loose.

### 3.3 Stiffness of reinforcement and tension stiffening in the composite behaviour

The slopes of the load-deformation-curves in the hardening phase represent the stiffnesses of the textile reinforcement ($E_c$), which were determined from linear regression and the mean of the two specimens per configuration (see green lines in Fig. 4 and Fig. 5). The directly knitted textile reinforcement displayed a much lower stiffness when compared to the notional material stiffness since most of the deformation is due to stretching (with concomitant lateral contraction) of the textile fabric as a whole rather than actual deformation of individual yarns. The interlocked double-layer knitting pattern exhibited a more flexible behaviour than the single layer fabrics (1-1 and 2-2) and the integration of ribs decreased stiffness even more.

The specimens with straight inlays showed much higher stiffness and the behaviour was dependent on the fibre material and the coating type. The aramid yarns with cement paste coating displayed a much lower stiffness when compared to the specimens with epoxy coating, which even exceeded the notional material stiffness from the material documentation (Table 1). The coated textile reinforcement acts as a composite (textile-coating) within a composite (reinforcement-concrete). Therefore, more investigations and separated tests on the rovings with and without coatings are currently carried out to assess the contribution of different components in the double-composite behaviour. The specimens with glass fibre rovings exhibited the same phenomenon whereas the carbon fibre inlays displayed a lower stiffness compared to the notional material stiffness.

In all specimens with a hardening phase, there was a distinct effect of tension stiffening. The interaction between reinforcement and concrete leads to a stress transfer between the two components and a shift of the load-deformation curve (Fig. 7). The Tension Chord Model [13], well established in conventionally reinforced concrete – assuming a constant bond shear stress as long as the reinforcement is elastic – can be adjusted to account for the different type of reinforcement and used for the assessment of the bond stresses following Eq. (2). The mean crack spacings in Eq. (2), and the crack widths used for validation, can be obtained by automated crack detection and measurement (ACDM) [14] using digital image correlation (DIC). These evaluations are currently in progress.

\[
\tau_b = \frac{2 \cdot \Delta \varepsilon \cdot a_t \cdot E_c}{\varepsilon_{tm}}
\]

Fig. 7 Adapted tension chord model: (a) tension stiffening in stress-strain-relationship; (b) equilibrium of tensile and bond stresses; (c) crack detection using DIC and ACDM.

### 4 Conclusions

Results show that (i) in knitted textiles with high-strength fibrous materials, the ultimate strength of the rovings is significantly reduced due to the interlocked structure of the yarns and their vulnerability to lateral loading; (ii) the inclusion of straight rovings as inlays within the base fabric increases the utilisation of the fibres to an adequate level; (iii) glass and carbon fibres are considerably more brittle than...
aramid and therefore, triggered by the concentrated deviation forces at the crack edges, fail shortly after crack formation when coated with cement paste; and (iv) the efficiency and stiffness can be highly improved by impregnating the fibres with epoxy instead. Regarding the behaviour of the textile-coating composite within the reinforcement-concrete composite, further research is required.

The load-deformation behaviour of the tension ties can be modelled using the tension chord model, which requires only few parameters and allows for the back-calculation of the bond stresses. This information can be used for the prediction of elements under different loading conditions such as bending or shear. A firm mechanical basis is needed to develop a consistent design model considering safety concepts for brittle materials and code compliance.
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Abstract

The aim of this study is to characterize the mixtures of crushed sand and river sand for an optimal use in the formulation of mortars and concretes. Physical, chemical and mineralogical characterization of aggregates was done, followed by the formulation of mortars by substituting 100%, 50% and 0% of river sand by crushed sand. The compressive strength and the water porosity were measured on mortar specimens, completed by a microstructural characterization using XRD, DTG, and SEM examinations. The results showed that ettringite, CSH and portlandite contents are similar in tested mortar while a slight difference of carbonation appeared with a lower carbonation in crushed sand. Besides, 100% river sand mortar was highly porous, with low compressive strength at 28 days, compared to crushed sand mortars containing more fines, less porous and with better compressive strength.
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1 Introduction

River sand is a material widely used in the construction of civil engineering infrastructures. However, its extraction became expensive and limited because of environmental protection. In addition, some regions in the world are located far from rivers, which reinforces the search of sand from various origins. The use of crushed sand from quarries in the production of cementious materials is an alternative to reduce the overexploitation or to replace the river sand [1]. However, the use of crushed sand may have consequences on the mechanical behaviour and the durability of concretes [2]. Indeed, these sands present various characteristics compared to alluvial sands containing usually finer sized particles and with an adequate morphology to reduce the concrete porosity. These properties ensure granular continuity between cement and gravel for better cohesion of concrete [3].

In Cameroon, the exploitation of aggregate in quarries increased considerably in recent years, with the production of crushed sands. These sands are used in the manufacture of mortars and concretes, while the scientific recommendations on their use remained scarce. It explains the renewed interest in the influence of crushed sand on mortar properties.

Among literature, Menadi et al. [4] studied the strength and durability of concrete incorporating crushed limestone sand. The authors proved that up to 15% of fine content in crushed sand could be used without harmful effect on concrete strength. Cabrerae and al. [5] revealed also a correlation between the void content in mortar and the volume of paste required to start flowing such material. Furthermore, the mineralogical source of crushed sands influence the concrete behaviour (with the same w/c ratio) as shown by Al-Ameeri [6] on three sands. The crushed sand from granite produced the best properties in term of compressive strength and workability. This behaviour has been attributed to the particular morphology of granite sand particles. Indeed, the texture and shape of the crushed sand particles have a great influence on the combination of cement paste and aggregates. The study concluded that crushed sand is a practical solution to limit the river sand exploitation, as long as the mechanical behaviour and the durability of concretes are not negatively impacted [7].
Based on such ideas, the aim of this study is to estimate the potential of crushed sands to replace alluvial sands, and to highlight the potential problem caused by this replacement for the purpose of better valorization. The study is carried out on three crushing sands and CEM II cement from Yaoundé (Cameroon). Physical, chemical and mineralogical characterization was carried out on sands while mechanical and microstructural tests were carried out on mortars. This work is part of the development of the use of crushing sands in the construction sector.

2 Materials and methods

2.1 Materials

2.1.1 Cement paste

The cement used in this study was a Portland cement NC CEM II of class 42.5 R with a fineness between 3900-4000 cm$^2$/g, and a density of 3.14 g/m$^3$. The cement came from the “Dangote company” located at Yaoundé (Cameroon). The chemical composition of cement determined by X-ray fluorescence (XRF) and its mineralogical composition are presented in Table 1 and Table 2, respectively. The water/cement (w/c) ratio was kept constant at 0.6 for all mortar’s mixtures.

Table 1 : Chemical composition of the cement. LOI: loss on ignition at 1000 T°C

<table>
<thead>
<tr>
<th>Elt</th>
<th>SiO$_2$</th>
<th>Al$_2$O$_3$</th>
<th>Fe$_2$O$_3$</th>
<th>MnO</th>
<th>MgO</th>
<th>CaO</th>
<th>Na$_2$O</th>
<th>K$_2$O</th>
<th>TiO$_2$</th>
<th>P$_2$O$_5$</th>
<th>LOI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(%)</td>
<td>25.99</td>
<td>7.23</td>
<td>6.35</td>
<td>0.13</td>
<td>2.56</td>
<td>48.91</td>
<td>1.02</td>
<td>0.91</td>
<td>0.97</td>
<td>0.26</td>
<td>2.67</td>
</tr>
</tbody>
</table>

Table 2 : Mineralogical composition of cement (composition given by the supplier).

<table>
<thead>
<tr>
<th>Constituents</th>
<th>C$_3$S</th>
<th>C$_2$S</th>
<th>C$_3$A</th>
<th>C$_4$AF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportions (%)</td>
<td>50-65</td>
<td>15-20</td>
<td>≤ 7</td>
<td>≤ 5</td>
</tr>
</tbody>
</table>

2.1.2 Sands

Crushed sands whose characteristics are given in Table 3 and Table 4 came from three quarry aggregate mining sites in Yaoundé (Cameroon). The quarry operated by Arab Contractor, Gracam and Razel produced sands noted SA, SG and SR, respectively. The river sand came from the Sanaga River (running from north to south Cameroon) and it was noted SS. Petrographic analysis from thin slices of rock samples from the three quarries showed that rocks are all gneiss, with different textures and mineralogies. The fine fraction in sand, shown in Table 3, varies from 1.4% (SS) to 8.3% (SG). The fineness modulus remained quite similar for all sands (around 2.6). The sand equivalent (SE) test gives a SE percentage between 82.5 and 95.5%, reflecting the great cleanliness of sands, but with the risk of causing a defect in the plasticity of the concrete. [8].

Table 3. Fineness modulus and sand equivalent for tested crushed sands

<table>
<thead>
<tr>
<th>Sand</th>
<th>Fines content (&lt; 80 µm: %)</th>
<th>Fineness modulus</th>
<th>Sand equivalent (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA</td>
<td>6.3</td>
<td>2.4</td>
<td>87.3</td>
</tr>
<tr>
<td>SG</td>
<td>8.3</td>
<td>2.7</td>
<td>89.9</td>
</tr>
<tr>
<td>SR</td>
<td>7.6</td>
<td>2.6</td>
<td>82.5</td>
</tr>
<tr>
<td>SS</td>
<td>1.4</td>
<td>2.6</td>
<td>95.9</td>
</tr>
</tbody>
</table>

Table 4. Chemical composition of crushed sand (%) from XRF (NF P 18-598). LOI: loss on ignition.

<table>
<thead>
<tr>
<th>Sand</th>
<th>SiO$_2$</th>
<th>Al$_2$O$_3$</th>
<th>Fe$_2$O$_3$</th>
<th>MnO</th>
<th>MgO</th>
<th>CaO</th>
<th>Na$_2$O</th>
<th>K$_2$O</th>
<th>TiO$_2$</th>
<th>P$_2$O$_5$</th>
<th>LOI</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA</td>
<td>65.50</td>
<td>15.69</td>
<td>7.76</td>
<td>0.16</td>
<td>2.74</td>
<td>1.37</td>
<td>1.76</td>
<td>2.68</td>
<td>0.95</td>
<td>0.14</td>
<td>0.57</td>
</tr>
<tr>
<td>SG</td>
<td>62.55</td>
<td>16.61</td>
<td>8.81</td>
<td>0.19</td>
<td>3.18</td>
<td>1.68</td>
<td>1.84</td>
<td>2.68</td>
<td>1.00</td>
<td>0.17</td>
<td>0.41</td>
</tr>
<tr>
<td>SR</td>
<td>67.53</td>
<td>13.73</td>
<td>7.66</td>
<td>0.14</td>
<td>2.43</td>
<td>1.82</td>
<td>2.13</td>
<td>1.03</td>
<td>0.19</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>SS</td>
<td>90.16</td>
<td>3.96</td>
<td>1.54</td>
<td>0.03</td>
<td>0.08</td>
<td>0.23</td>
<td>0.43</td>
<td>2.01</td>
<td>0.23</td>
<td>--</td>
<td>0.79</td>
</tr>
</tbody>
</table>
The chemical composition of sands determined by X-ray fluorescence (XRF) in Table 4 showed similar compositions for all crushed sands. Sands are mainly siliceous with aluminum and iron. The proportions of aluminum and iron (Fe₂O₃ + Al₂O₃) are 23.45%, 25.42%, 21.39%, for SA, SG, SR, respectively, while this proportion reached only 5.5% for the river sand SS. The percentages of alkali equivalents (% Na₂O + 0.658% K₂O) are 3.84%, 3.89%, 3.33% and 2.29% for SA, SG, SR and SS, respectively. The crushed sands had a calcium content (CaO) around 7 times higher than river sand.

Figure 1 shows the diffractograms of crushed sands SA, SG, SR and river sand SS. The quantitative analysis of XRD patterns with TOPAS software (Rietveld method) showed that the river sand is essentially composed by quartz SiO₂ (85.6%), biotite K(MgFe)₃(OH)₂(Si₃AlO₁₀) (0.05%) and feldspars such as microcline K(AlSi₃)O₈ (10.6%) and albite Na(Si₃Al)O₈ (3.6%). The degree of crystallinity is about 87%. Similar crystalline phases were observed in crushed sands but they differ from river sand by the presence of a few additional phases. The average degree of crystallinity of the 3 crushed sands is around 96%. The main phases are quartz (57.2%), biotite (0.1%), mica (Annite) Si₃AlO₁₀(OH)₂Al₂K (4.1%), Andesine (Ca,Na)(Al,Si)O₈ (4%), Almandine Al₂Fe₃(SiO₄)₃ (15.1%) and feldspars such as microcline (9.5%) and albite (9.7%). Such mineralogy is in accordance to the geological origin of sands (Gneiss). However the identification of traces of dolomite CaMg(CO₃)₂ (0.25%) is not in accordance with the geological identification of the rock.

![Fig. 1. XRD patterns of crushed sands SA, SG, SR and the river sand SS](image)

### 2.2 Experimental program

#### 2.2.1 Mixing procedure of mortars

The mixing procedure in this work is the Equivalent Concrete Mortar (ECM) method. Its principle is based on the existence of a simple correlation between the concrete rheological properties and the one of the mortar it contains [9]. It consists in replacing the granular skeleton with sand by keeping the same volume of cementitious paste and the same cement amount. We focused on the mixtures corresponding to mortars with 100%, 50% and 0% of SS and SR sands. The corresponding mortars are rated MSR100 (M: mortar, S: Sanaga sand, R: Razel sand, 100% Razel sand), MSR-50 (M: mortar, S: Sanaga sand, R: Razel sand, 50% Razel sand) and MSR-0 (M: mortar, S: Sanaga sand, R: Razel sand, 0% Razel sand), respectively. The w/c ratio 0.6 was similar for all the concretes while the CEM II/ B-F 42.5R cement content was fixed at 350kg/m³. The compositions of mortars are given in Table 5.

<table>
<thead>
<tr>
<th>Component (kg/m³)</th>
<th>MSR0</th>
<th>MSR50</th>
<th>MSR100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crushed sand</td>
<td>0</td>
<td>918</td>
<td>1900</td>
</tr>
<tr>
<td>River sand</td>
<td>1771</td>
<td>918</td>
<td>0</td>
</tr>
<tr>
<td>Cement</td>
<td>350</td>
<td>350</td>
<td>350</td>
</tr>
<tr>
<td>Water</td>
<td>206</td>
<td>206</td>
<td>206</td>
</tr>
</tbody>
</table>
Using such formulation, prismatic specimens of mortar 40 x 40 x 160 mm have been made according to the EN 196-1 standard and tested after water immersion curing for 28 days. Results are the average of three tested specimens.

2.2.2 Testing methods

The compressive and bending strengths of mortars specimens were measured with a loading rate of 1.0 kN/s according to the NF P 18-406 standard. The water porosity test was carried out according to NF P 18-459 standard. The specimen was dried at 105°C at the end of the water porosity test and not initially as recommended in the standardized method. It allowed to lower the microstructural damage induced by high temperature.

The measurement of endogenous shrinkage was carried out on mortar samples according to the conditions described in standard NF P 18-427 and under climatic conditions at T=20±2°C and 50±5%RH.

X-ray diffraction (XRD) analyses were applied on sands and mortars ground to pass through a 80 µm sieve. Analyses were performed using a Bruker AXS D8 Advance diffractometer, in theta-theta geometry, equipped with a cobalt source (λ = 1.79 Å), without monochromator and a lynx Eye fast detector. Identification was done with EVA software coupled with ICDD PDF2 mineralogical data base. The quantitative analyses were done with TOPAS software (Rietveld Analysis).

A thermal analyzer NETZSCH STA 409 E was used to collect the thermogravimetric curve (TG) and the derived thermogravimetric curve (DTA). Analyses allowed to evaluate the portlandite Ca(OH)$_2$, ettringite, C-S-H and calcium carbonate (CaCO$_3$) content in MSR0 and MSR100 mortars. The powder sample was heated from 20 to 1100 °C with a 10 °C/min heating rate under nitrogen to avoid carbonation during analysis.

The microstructure of mortars (after resin inclusion and polishing) was evaluated by Scanning Electron Microscope (SEM) using back scattered electrons mode. A chemical cartography was collected on polished surface by Energy Dispersive Spectroscopy (coupled with SEM). The morphology and the adhesion at paste/sand interface in mortars were evaluated [10].

3 Results and discussion

3.1 X-ray diffraction (XRD) on mortars

The XRD patterns of SR sand and mix-sand mortars MSR100 and MSR50 are presented on Fig. 2 while XRD patterns of SS sand and mix-sand mortars MSR0 and MSR50 are presented on Fig. 3.

The analysis shows that after cement addition, a few changes occurred on XRD patterns. Changes of peaks height may be due to a variation of the phase quantities (because of sands mixture, cement dilution or phase dissolution in alkaline medium) as well as a variation of particle aggregation. Indeed, the preferential orientation of phases during the filling of the XRD sample holder used is decreased in presence of cement paste. The preferential orientation mainly affects the sheet-formed phases becoming parallel to the plan of sample compaction in XRD sample holder. In presence of cement which allows the sheet dispersion and then their immobilization after hardening, the preferential orientation decreased inducing for example a decrease of annite peak at d = 10.09Å while its quantity may remain constant.

A small peak associated with portlandite (d=4.92Å) was observed as expected in the presence of Portland cement and the detection of crystalline or amorphous hydrates C-S-H remained difficult as shown by the zoomed view on Fig. 5 (a, b). Zoom represents the specific 2theta range for main XRD peaks of cementitious hydrates and calcite/dolomite. In the case of SR sand, the trace of calcite (d = 3.00/2.99Å) seemed to come from the sand itself (but its presence is not in accordance to the geology). Carbonation of the cement during curing occurred slightly with the development of a second peak associated to a new calcite form (d = 3.04Å), also present on SS river sand mortar. The formation of calcite comes from the carbonation of Portlandite Ca(OH)$_2$. Such phase is soluble in pore water and releases Ca$^{2+}$ and OH$^{-}$ ions. In the presence of CO$_2$ from the air, calcite may precipitate in such conditions. Calcite can also be obtained from the carbonation of cementitious hydrates that remain usually under amorphous state in a hardened cementitious paste. The change in the degree of crystallinity from TOPAS analysis also cannot help to detect an increase of amorphous product.
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3.2 Water porosity

The water porosity values of mortars and the measuring system are presented in Fig. 4.

The river sand mortar MSR0 showed a high porosity value (P = 29.7%) compared to the crushed sand mortar MSR100 (P = 18%). This difference was attributed to the low fine particle content in river sand (< 80µm = 1.4% against 6.5-8.5%). The mortar MSR50 manufactured with 50% of crushed sands presented an average porosity of 20% in Fig. 2. So, the presence of crushed sand in mortar decreased the water porosity, which is correlated to the improvement of compressive strength. On the other hand, the various formulations were made on the assumption of an identical w/c ratio, allowing a higher quantity of river sand and thus favouring a more interconnected porous structure.
3.3 Compressive strength and drying shrinkage

Figure 5 presents the compressive and bending strengths of mortars after 28 days curing in water.

![Graph showing compressive strength and bending strength](image)

The results show that mortar containing only river sand has a very low compressive strength ($R_c = 9.53 \pm 0.4$ MPa) compared to crushed sand mortars ($R_c = 20-30$ MPa). This situation can be explained by the low content of fine particles in the river sand ($< 80\mu m = 1.4\%$) compared to the crushed sands ($< 80\mu m = 7.6\%$). Indeed, a high fine content is necessary for cohesion at the interface between the cement matrix and sand as well as for a low porosity. This average difference was about 7 MPa between 100% crushed sand mortars and 50/50 mixed sands mortars. The average compressive strength value was around 22 MPa for MSR50.

The shrinkage curves for all mortars show a small variation of the shrinkage after the second day of drying (same speed). It reflects the creation of voids within the matrix induced by the consumption of pore water, which induces a capillary depression within the system and thus a so-called self-dehydration deformation [11]. However, the MSR100 mortar has a greater shrinkage speed than the MSR0. The shrinkage is moderate for the MSR50 mortar.

3.4 Thermogravimetric analysis

The Fig. 6 (a, b) shows the TG curves and the differential thermal analysis (DTA) for the mortars MSR0 and MSR100 after 92 days curing in water.

![Graph showing TG curves](image)

The mass loss associated to each inflection points can be used to determine portlandite, C-S-H and calcite contents. For all analyses, the first mass loss between 20 and 400°C resulted mainly from the loss of free water and the dehydration of C-S-H and ettringite. The second mass loss around 460°C came from the decomposition of portlandite (CH). The third inflection point occurring between 600 and 800°C the consequence of the decarbonation of calcium carbonate ($CaCO_3$) produced by carbonation and other carbonated compounds [12]. The analysis shows that total mass losses or loss on ignition of MSR0 (LOI = 6.53%) and MSR100 (LOI = 7.09%) were similar. However, the mass losses at particular temperature appeared slightly different. The mass loss between 20 and 400°C
(dehydration of ettringite and CSH), between 410 and 480 °C (dehydration of CH) and between 580 and 750 °C (decarbonation) represented 1.32% and 0.81%, 2.71% (Fig.6a) for MSR0 mortar and 1.44%, 0.34%, 2.97% (Fig.6b) for MSR100 mortar. The carbonation of rived sand mortar is slightly higher than the one occurring in crushed sand mortar. It could be link to the higher porosity of the river sand mortar. The other phases (CSH, ettringite or portlandite) seemed to be similar whatever the nature of the sand and no negative effect seemed to appear.

3.5 Energy dispersive spectroscopic (EDX) analysis

The Fig.7 shows the EDX chemical mapping of silicon (Si) and calcium (Ca) on MSR0, MSR50 and MSR100 mortars after their inclusion into resin and polishing.

Fig.7. Silicon (Si) and calcium (Ca) mapping on mortar pastes (a) MSR100 (Si: blue, Ca: pink), (b) MSR50 (Si: blue, Ca: pink), (c) MSR0 (Ca: blue, Si: orange), (d) EDX spectra on concretes.

The 100% river sand mortar (Fig. 7c) showed silica aggregates (in orange) with irregular shapes, rounded angle and sizes ranging from 20 µm to several hundred micrometers, unlike 100% crushed sand mortars (Fig. 7 a). Crushed sand presented some angular particles (consequence of the crushing). The cement paste rich in calcium appeared in pink on Fig. 7a and b and in blue on Fig.7d and it filled the spaces between aggregates. The paste incorporated fine particles contained in crushed sands while the paste in 100% sand river mortar appeared more porous with non-homogeneous blue colour (the porosity appeared in black or dark blue in cement paste). In comparison, the cementitious matrix of the mixed sand mortars (Fig. 7 b) seemed more homogeneous with a better granular dispersion.

4 Conclusions

This study focused on the characterization of crushed sand and river sand as well as on their mixture in mortars. As a conclusion, the three tested crushed sands from Cameroon had a high proportion of fine particles (%), while the tested river sand presented a low fine content (%), which contributes to explain the difference of behaviour in mortars. Furthermore, thermogravimetric analysis (TG) revealed that the introduction of crushed sand didn’t impact strongly the cementitious phases development. Ettringite, CSH or portlandite content from thermal analysis are similar in tested mortar while a slight difference of carbonation appeared with a lower carbonation in crushed sand that presented the lower water porosity (lower accessibility of CO$_2$ gas to the paste). Results are confirmed by XRD measurements showing the appearance of a small peak of calcite in mortar as well as portlandite.

The high fine content of the crushed sand does not have a negative influence on the compressive and bending strength of the mortars. MSR100 mortar has a high mechanical compressive strength compared to MSR0, moderate shrinkage is observed for the MSR50 mortar. Concerning the mortars
manufactured with sands mixtures, the compressive strength of hardened mortar is directly linked to the porosity. As expected, the compressive strength values of MSR50 mortars higher than 20 MPa proved that the mixture of river and crushed sands allowed the manufacture of mortars with satisfactory properties.

Results confirmed the ability to mix crushed sand with alluvial sand in the formulation of mortars, while increasing the mechanical strength and decreasing the water porosity. Now, this work has to be completed by durability test, especially the analysis of alkali-reaction.
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Abstract
Numerical models for the simulation of the micro-mechanical behaviour of granular assemblies have a wide range of applications, for instance in material science, process engineering, environmental engineering, railway engineering and geotechnical engineering (in this study we examined one macro-grain but what important is behaviour of granular assemblies). In this examination, experimental tests and numerical computations using the discrete element method (DEM) are carried out to evaluate the micro-mechanical behaviour of the granular materials. For this purpose, artificial materials are taken into consideration for experimental Brazilian laboratory tests, and then according to the experimental results the DEM model is calibrated. Artificial crushable materials are produced by mixing cement and silt according to their mass ratio, in which cement can provide bonding and silt is the main filling material. In the DEM model, a 3D crushable granular material ‘macro-grain’ is built up from a large number of micro-grains which are associated according to crushable parallel bond properties. The behaviour of the single crushable grains and the fragmentation patterns under different contact configuration and load position are studied. The DEM simulation results show that the contact configuration type and load position affect the fragmentation patterns and loading capacity.

1 Introduction
The strength and breakage mechanisms of grains is a problem that has a great importance mostly in civil engineering and in the mineral industry. The breakage of individual grains and the resulting rearrangement of the solid particles are the primary mechanisms controlling the constitutive behavior of crushable granular materials subjected to high compressive stresses [1]-[4].

These complex microscale processes play a critical role in the performance and serviceability of several engineering applications, including embankments [5], rockfill dams [6] and railway tracks and geotechnical engineering [7].

The crushing of the grains leads to a modification of the grain size distribution, the shape of the grains, the ratios of critical strengths and the limit void ratios [8], [9].

Prior experimental observations uncovered that macro-grain crushing of a grain assembly under compression is affected by several factors, including, local micro-structure defects, particle size and shape, boundary conditions and coordination number [10]-[15].

During the loading processes, the particles of the granular assembly materials could slide, rotate, and crush or separate. The strength and the crushability of a granular assembly depend on the coordination number and location of the contact points. A high coordination number is known by its effect of increasing particle strength and of preventing crushing. Wang and Arson [16] have clarified this mechanism by the redistribution of the compressive forces concentrated at the contact points of the particles in a distributed pressure close to the hydrostatic pressure conditions.

Trial investigations of such factors of impact in laboratory experiments are difficult, expensive, time-consuming and usually constrained to macroscopic considerations [17]. Further, systematic experimental investigation of grain crushing for natural materials is often difficult due to the relatively high stress required to crush the grains and the variability and heterogeneity of natural deposits, which makes it difficult to obtain repeatable results [18].

In comparison to experimental investigations, numerical modeling offers the opportunity to see dynamic processes and spatial coordinates in given time. Important process parameters, such as the spatial redistribution of the compressive forces, the shear/tension failure modes, the distribution of micro-cracks can be examined. Detailed micro- and macro-scale informations can likewise be recorded.
In this context, according to McDowell [19], the discrete element method (DEM) has been one of the most widely recognized numerical approaches to model particle fracture in granular materials in that it provides a virtual laboratory to simulate mechanical tests without the size limitations encountered in the laboratory.

Furthermore, to obtain similar testing results, artificial materials are taken into consideration for experimental Brazilian laboratory tests then according to the experimental results the DEM model, carried out using the Itasca Particle Flow Code (PFC 3D), is calibrated. The behaviour of the single crushable grains and the fracture/crack patterns of the grains under different contact configuration and load position is studied.

2 Experimental work

2.1 Description of the material

In this investigation, the experimental work was conducted on artificially crushable materials made by blending uniformly silt, cement and water according to their ratio of mass, in which the silt was the main matrix while the cement provides bonding between the silt particles. The cement utilized was 325R Portland and the silt with dark color was taken from Raab river near Gyor city area.

In the current work, the mass proportion of cement to silt is controlled by experimentation to guarantee that the crushable materials are sufficiently strong to investigate their crushing properties subject to quasi-static loading. The silt, cement and water ratio was determined to be 100: 40: 71.

A group of six cylindrical samples with a height of 60 mm and a diameter of 60 mm of crushable material was prepared in order to estimate the peak loading before cracking. The samples were produced by filling the mixture in hollow tubes with length and diameter of 60 mm. The phases in the process for preparing the crushable cylindrical particles are as follow:

- Artificial material mixes were made in a container blender,
- based on their mass proportions, the cement and silt were first uniformly blended for around 1 min, and 50% of water was added, then the mixture was mixed for 1 min to allow absorption. The rest of water was added to this blend to form a uniform slurry by mixing for another 2-3 min,
- lubricating oil was then spread uniformly on the glass plate and put in hollow tubes to allow the remove of samples effectively after they were framed into cylindrical shapes,
- all samples were expelled from the molds after 24 h. After casting, samples were then cured at a temperature of 20±3 C for 28 days.

2.2 Test procedure

In order to validate the DEM model, the Brazilian strength test was first performed to study the strength behavior of prepared samples of artificially crushable cylindrical materials. Displacement transducer were used for the measurement. The samples were loaded through plywood strips with a width of 1/6 of the sample diameter. The samples were compressed between two diametrically opposite loading strips as shown in Fig. 1.

![Fig. 1 (a) Setup of Brazilian test. (b) Sketch of the initial geometry of the sample in the splitting tensile test.](image-url)
During the increase of the externally applied load frame with a constant loading velocity of $v=0.025$ mm/s, the reaction force was recorded as a function of displacement until the breakage of samples. Thus, the load-displacement data has been plotted for all of the samples.

### 2.3 Experimental results

In order to get an accurate result, the Brazilian laboratory test was repeated for the six samples. As the compressive force increases, the tensile crack propagates towards the loading point and the sample breaks into two main parts. It needed about 1-2 min from loading to failure of the artificial samples. In all tests a single crack was observed, accompanied sometimes by the formation of a thin wedge below the loading strips as shown in Fig. 2-(a).

![Typical failure observed for artificial cylinder samples subjected to Brazilian test.](image1)

![Typical load-displacement diagram of artificial material in the Brazilian tests.](image2)

Fig. 2 (a) Typical failure observed for artificial cylinder samples subjected to Brazilian test. (b) Typical load-displacement diagram of artificial material in the Brazilian tests.

Similar load-displacement results were measured for all Brazilian laboratory tests. Fig. 2-(b) illustrates typical corrected load-displacement recorded for one of the samples. The correction includes the initial nonlinear displacement due to the loading contact defect and deformation of the plywood strip. A brittle failure was observed for all Brazilian tests. The applied force increases with the increase of the prescribed vertical displacement and it drops abruptly after the peak point. The average peak contact load 8.4 kN was reached at vertical diameter rapprochement of 2.2 mm.

### 3 DEM model of crushable macro-grain

#### 3.1 PFC3D model

All numerical simulations were carried out through the commercial PFC3D software [20]. PFC provides an embodiment of the Discrete-Element Method (DEM). In DEM, artificial crushable macro-grain breakage can be modelled using the cluster method with breakable agglomerates. Crushable macro-grains are represented by a cluster of smaller elements “balls” that are bonded together. In the bonded balls implemented in PFC3D, the linear parallel bond consists of a linear model and a parallel bond interfaces. The linear model interface can carry only a non-tensional force and slipping in the shear (tangential) direction is governed by a Coulomb criterion. The parallel bond interface is also linear elastic and can carry both force and moment.

Balls can be bonded together to form clusters of different sizes and shapes. Interactions between bonded balls are governed simultaneously by three constitutive laws: a ball contact-stiffness model, a ball slip model and a bond model. Relative motion at the contact, occurring after the parallel bond has been created, causes a force and moment to develop within the bond material. This force and moment...
act on the two contacting pieces and can be related to maximum normal and shear stresses acting within the bond material at the bond periphery. The cluster breaks when stresses in the bonds exceed the corresponding bond strengths. Parallel bonds mimic the role of a sticky grain cementing agent that can transmit forces and moments applied between the bounded particles.

Once the tensile strength or shear strength of a bond is achieved during loading, bonds break and neighboring pieces are free to behave as if they are in an unbonded state. For instance, frictional slip may occur locally, simulating the initiation and propagation of fractures. The main components of these two interfaces are listed in Table 1.

3.2 Model calibration

We calibrate the bond parameters of the DEM cylindrical macro-grain model to better matching force-displacement curves obtained with our experiments during Brazilian crushing tests performed on cemented silt. With the purpose of reproducing the conditions of the experiment, the diameter of the micro-grains was set to 0.15 m. The loading platens were modeled by plate rigid walls.

Within the loading phase, the bottom wall was fixed and the top wall was under a constant velocity $v=0.01$ m/s, which was chosen pretty small to simulate quasi-static loading conditions.

During the entire simulation, we monitored the force-displacement contact, as well as the number of broken bonds. The calibrated parameters are shown in Table 1.

Point out that since the balls and bonds obey a linear elastic behavior before breakage, the load-displacement curve is linear before the first peak. After the first fragmentation, internal forces in the macro-grain are relaxed, which explain the sudden drop of the contact forces after the peak.

Typical simulation results of calibrated model are shown in Fig. 3, in which we can see that when the first peak force is reached, the macro-grain breaks into two main parts (Fig. 2-a), which is in accordance with experimental results (Fig. 2-b).

![Fig. 3](image)

**Fig. 3** Load-displacement diagram during the Brazilian test simulated by the DEM: calibration of DEM macro-grain model against experimental test results.

![Fig. 4](image)

**Fig. 4** Fracture patterns for calibrated model: before (left) and after the peak load.
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Table 1 Parameters used in the DEM simulation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elementary particle size, $D$</td>
<td>mm</td>
<td>0.15</td>
</tr>
<tr>
<td>Installation gap, $g_{i}$</td>
<td>mm</td>
<td>0.002</td>
</tr>
<tr>
<td>Density</td>
<td>kg/m³</td>
<td>2400</td>
</tr>
<tr>
<td>Young's modulus of the particle, $E^*$</td>
<td>GPa</td>
<td></td>
</tr>
<tr>
<td>Ratio of normal to shear stiffness of the particle, $K_n/K_s$</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Particle friction coefficient, $\mu$</td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>Young's modulus of the parallel bond, $\bar{E}$</td>
<td>GPa</td>
<td>0.14</td>
</tr>
<tr>
<td>Ratio of normal to shear stiffness of the parallel bond, $\bar{K}_n/\bar{K}_s$</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Tensile bond strength</td>
<td>MPa</td>
<td>1.3</td>
</tr>
<tr>
<td>Cohesion bond strength</td>
<td>MPa</td>
<td>7</td>
</tr>
</tbody>
</table>

4 Results of modeling contact effect

The bonds breakage in the crushable macro-grain is investigated for various coordination numbers and the corresponding location of the contact points. Two contact models were considered: grain-platens contact model and grain-cylinder walls contact model.

In case of grain-platens contact model (GPCM) the crushable macro-grain was loaded using rigid platens. For the grain cylinder walls contact model (GCCM), the crushable macro-grain was loaded using smaller diameter cylinder walls than our samples, which simulate the condition in a grain assembly more realistically. These two models are defined in more detail in the following.

4.1 Grain-platen walls contact model (GPCM)

In order to investigate the impact of location and number of rigid loading platens on the load-displacement behavior of the crushable cylindrical macro-grain, three other cases are considered in addition to the case 1 considered for the calibration of the model.

In case 2 four platens were in contact with the crushable cylindrical macro grain, the four equidistant platens perpendicular on the crushable macro grain were moved toward the center of the crushable macro-grain. In cases 3 and 4, three platens were in contact with the macro-grain in which the top platen was parallel to the horizontal axis and the other two plates were 45° from the horizontal axis. All platens were moved towards the center for the third case, while for the fourth case, only the top platen was moved towards the center and the two inclined platens were fixed.

4.1.1 Case GPCM-2

In the case GPCM-2, the four perpendicular platens were moving towards the center of the macro grain as shown in Fig. 5-(a). The fracture pattern shows when the peak is reached, the macro-grain breaks into four major pieces and a number of smaller fragments. The force-displacement contact diagram (Fig. 5-(c)) shows more complex post-peak behavior, and that is explained due to a several major failures in the macro-grain (Fig. 5-(b)). The highest load measured was 10.2kN which we can consider the main peak failure point with a displacement of 1.45 mm of the top wall. This displacement is half of total displacement of the top and bottom walls.
4.1.2 Case GPCM-3

In the case of top horizontal platen and two inclined platens all moving towards the center (Fig. 6-(a)), the fracture pattern shows that the macro-grain breaks into three parts (Fig. 6-(b)) limited by three major cracks perpendicular to each platen and intersect near the center of the macro-grain. The recording of loading-displacement (Fig. 6-(c)) indicates that the vertical contact load increases linearly and reaches a pre-peak of 9.5 kN at displacement of 1 mm, then continues to increase until a peak value of 11.4 kN with loading displacement of 1.27mm (note that the displacement is smaller than the calibrated case because all the platens are moving while in first case it was only the top plate). The post-peak is marked by a drop of loading curve with some intermediary peaks.

4.2 Grain-cylinder contact model (GCCM)

In order to examine the contact properties in a grain assembly near to reality, cylindrical rigid wall was set around the crushable macro-grain. The load was transmitted from the rigid cylindrical walls to the crushable macro-grain. Different boundary conditions were investigated like the previous grain-platen model as shown in Fig.8. The plot of the fracture pattern at the peak load of GCCM is similar to the cases of GPCM where both show cracks in the macro-grain and the breakage mechanism is nearly a sudden drop.
Essential results of peak loading with displacement of grain-cylinder model are summarized in Table 2. It should be pointed that the vertical displacement is corresponding only to the top cylindric wall in case of GCCM-2 and GCCM-3. The loading capacity in these cases are smaller than the cases of grain platen model. It can be explained mainly by the reduction of contact surface linked to the curved surface in the cylindric wall which has less contact between the crushable macro-grain and the cylindrical wall compared to platen wall.

Table 2 Simulation results for different contact models.

<table>
<thead>
<tr>
<th>Contact</th>
<th>Peak load (kN)</th>
<th>Displacement at peak point (mm)</th>
<th>Number of fragments</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPCM-1</td>
<td>8.4</td>
<td>2.1</td>
<td>2</td>
</tr>
<tr>
<td>GPCM-2</td>
<td>10.2</td>
<td>1.45</td>
<td>1 major part with several minor parts</td>
</tr>
<tr>
<td>GPCM-3</td>
<td>11.4</td>
<td>1.27</td>
<td>3</td>
</tr>
<tr>
<td>GCCM-1</td>
<td>7.77</td>
<td>2.82</td>
<td>2</td>
</tr>
<tr>
<td>GCCM-2</td>
<td>8.33</td>
<td>1.46</td>
<td>3</td>
</tr>
<tr>
<td>GCCM-3</td>
<td>7.94</td>
<td>1.16</td>
<td>2</td>
</tr>
</tbody>
</table>

**5 Conclusions**

In order to examine the impact of different types of loading, different contact models, for example, grain platen wall and grain cylinder wall contacts, numerical investigation has been done using the DEM software PFC3D. First, the model parameters were calibrated to match well the results of the conducted Brazilian laboratory tests on an artificial material. Then the calibrated macro-grain model was used to simulate different number, location and shape of contact points. The results indicate that the boundary condition can have a huge effect on the peak loading and the fracture patterns. For the grain platen contact models, the peak loading of the crushable cylindrical macro-grain in the three platens loading case is greater than the four and two platens loading cases and this greater load may be
attributed to the macro grain breaks to three major fragments which implies more breakage inside the macro-grain in comparaison to the other cases and that leads to a greater loading breakage. On the opposite side, in case of the grain cylinder wall contact model, the peak loading is lower than the case of grain walls. We found that smaller surface contact leads to a decrease in the loading capacity. In addition, the peak load increases with the increase of cylinder contact point number.
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Abstract

Various materials and reinforcement technologies have been created, but this versatility causes a severe engineering problem – there is no versatile technique suitable for the development of efficient reinforcement system. In reinforced concrete systems, residual stiffness of the element can estimate the efficiency of the reinforcement. The stiffness is closely related to the structural integrity of cracked sections resisting the deformation increase of the member. This study introduces a simplified approach for the flexural stiffness analysis. It employs a new testing layout designed with the purpose to form multiple cracks in a small laboratory specimen. The proposed analytical model is based on the following assumptions: smeared crack concept; linear strain distribution within the section depth; elastic behaviour of reinforcement and compressive concrete; a rectangular distribution of stresses in the tensile concrete. The latter assumption enables obtaining a closed-form solution of the residual stiffness problem in terms of the equivalent tensile stresses in the concrete. The achieved solution requires neither iterative calculations nor a description of the loading history. The proposed methodology is also acceptable for estimating residual stiffness of elements with various combinations of reinforcement. The application of the proposed technique is illustrated experimentally. Several composite reinforcement schemes, including internal steel and glass fibre reinforced polymer (GFRP) bars, carbon fibre reinforced polymer (CFRP) sheets and near-surface mounted (NSM) strips in different combinations, are considered. The analysis of the test results reveals a substantive efficiency of the external CFRP reinforcement systems concerning the internal reinforcement as the reference. The application of the CFRP sheets substantially increases the effectiveness of the tensile concrete. In essence, the decay of the equivalent stresses acting to the tensile concrete does not exceed 50% of the tensile strength of the concrete in the presence of the external reinforcement. However, the formation of a critical shear crack caused the failure of all specimens with composite reinforcement. That is a consequence of low resistance of the fibre reinforced polymer materials to a shear load.

1 Introduction

There is a general steady increase of application of innovative construction materials and concrete, as the case of using fibre reinforced polymers (FRP) as reinforcement. Various materials and reinforcement technologies have been developed. However, there is no uniform methodology to compare the mechanical characteristics of different reinforcing systems. Residual stiffness of the element can estimate the efficiency of reinforcement systems.

The purpose of this study is to offer a rational way of composing efficient composite reinforcement systems. Residual stiffness of flexural members is the focus of the research. It is closely related to the structural integrity of cracked sections of the concrete resisting the deformations of the element.

Tension-stiffening models can represent the stiffness in an averaged manner. Numerous studies investigated the tension-stiffening issue. However, only several works addressed flexural effects. Fundamental studies by Kaklauskas & Ghaboussi [1] and Torres et al. [2] could be mentioned in this context. Elaborate numerical procedures are an intrinsic attribute of the “exact” approaches [3]. Iterative nature of the algorithms often complicates applicability of the exact techniques: the calculation errors are accumulated following the load history [3]. The development of more reliable algorithms employed the reinforcement-related tension-stiffening concept was the consequence of the further improvements [4-6]. Such models, however, are not useful for the analysis of the elements reinforced with a combination of different types of internal bars, near-surface mounted strips and external sheets.
This study offers a new simplified approach for the flexural stiffness analysis introducing the equivalent stresses to measure the residual stiffness of the element. The proposed methodology is acceptable for estimating the residual stiffness of elements with different combinations of reinforcement. The developed analytical model requires neither iterative calculations nor a description of the loading history. The application of the proposed technique is illustrated experimentally representing a closed-form solution of the flexural stiffness problem in terms of the equivalent tensile stresses in the concrete.

2 Description of the beam specimens

The testing layout was designed with the purpose to form multiple cracks in a small laboratory specimen. That enables to reduce scatter of the result due to the crack formation peculiarities. The geometry of the beams was chosen using the iterative trial-and-error procedure. The satisfaction of the simplified modelling assumption (rectangular distribution of stresses in the tensile concrete) was used as the design criterion. In other words, the exact tension-stiffening diagram [3] had to have the shape as close as possible to rectangular.

Figure 1 shows the cross-sections of the specimens; Table 1 describes the parameters of the beams. In this table, \( h \), \( b \), and \( d \) are the height, width, and effective depth of the cross-section; \( A_r \) and \( E_r \) are the area and elasticity modulus of the reinforcement, respectively. The table also defines the compressive strength of the \( \Phi 150 \times 300 \) mm concrete cylinder at 28 days \( (f_{cm}) \) and at age \( (f_{c,28}) \) of testing \( (f_{om}) \).

Table 1 Main parameters of the beam specimens.

<table>
<thead>
<tr>
<th>Specimen</th>
<th>( h )</th>
<th>( b )</th>
<th>( d )</th>
<th>( A_r )</th>
<th>( E_r )</th>
<th>( f_{cm} )</th>
<th>( f_{c,28} )</th>
<th>( f_{om} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B_{1,3\times 6} )</td>
<td>106</td>
<td>200</td>
<td>81</td>
<td>83.2</td>
<td>202.1</td>
<td>43</td>
<td>57.2</td>
<td>2.36</td>
</tr>
<tr>
<td>( B_{1,3\times 8} )</td>
<td>103</td>
<td>200</td>
<td>76</td>
<td>149.8</td>
<td>206.7</td>
<td>42</td>
<td>57.1</td>
<td>1.46</td>
</tr>
<tr>
<td>( B_{1,3\times 8} )</td>
<td>103</td>
<td>200</td>
<td>78</td>
<td>149.8</td>
<td>205.7</td>
<td>38</td>
<td>69.5</td>
<td>2.62</td>
</tr>
<tr>
<td>( B_{1,3\times 8} )</td>
<td>107</td>
<td>199</td>
<td>82</td>
<td>380.1</td>
<td>46.0</td>
<td>39</td>
<td>68.6</td>
<td>2.67</td>
</tr>
<tr>
<td>( B_{2,2\times 13-GFRP} )</td>
<td>102</td>
<td>199</td>
<td>103</td>
<td>23.2</td>
<td>230.0</td>
<td>48</td>
<td>69.7</td>
<td>4.82, 7.45</td>
</tr>
<tr>
<td>( B_{10,2\times 6-2L-CFRP} )</td>
<td>104</td>
<td>199</td>
<td>79</td>
<td>105</td>
<td>83.2</td>
<td>23.2</td>
<td>202.1</td>
<td>58.3</td>
</tr>
<tr>
<td>( B_{1,3\times 16-GFRP (shear)} )</td>
<td>107</td>
<td>199</td>
<td>81</td>
<td>593.7</td>
<td>46.0</td>
<td>45</td>
<td>61.8</td>
<td>1.87</td>
</tr>
<tr>
<td>( B_{16,3\times 13-GFRP (shear)} )</td>
<td>106</td>
<td>199</td>
<td>80</td>
<td>380.1</td>
<td>46.0</td>
<td>46</td>
<td>69.5</td>
<td>2.52</td>
</tr>
<tr>
<td>( B_{19,3\times 6-NSM} )</td>
<td>102</td>
<td>198</td>
<td>78</td>
<td>92</td>
<td>83.2</td>
<td>28.0</td>
<td>202.1</td>
<td>63.1</td>
</tr>
<tr>
<td>( B_{2,3\times 6} )</td>
<td>103</td>
<td>200</td>
<td>78</td>
<td>89.2</td>
<td>202.1</td>
<td>57</td>
<td>61.9</td>
<td>2.33</td>
</tr>
<tr>
<td>( B_{1,3\times 16-GFRP (shear)} )</td>
<td>104</td>
<td>200</td>
<td>94</td>
<td>28.0</td>
<td>170.0</td>
<td>62</td>
<td>68.1</td>
<td>2.95</td>
</tr>
<tr>
<td>( B_{27,2\times 6-NSM} )</td>
<td>107</td>
<td>199</td>
<td>95</td>
<td>107</td>
<td>28.0</td>
<td>23.2</td>
<td>170.0</td>
<td>61.0</td>
</tr>
</tbody>
</table>

As it can be observed in Fig. 1, most of the tested specimens had a combined reinforcement. Therefore, Table 1 specifies two reinforcement types. Except for \( B_{19,3\times 6-NSM} \), the subscript “1” of the parameters \( d, A_r \), and \( E_r \) corresponds to the internal reinforcement (either bars or NSM strips), whereas the index “2” describes the external
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sheets. Considering the specimen B₁₉-3x6-NSM, the subscripts “1” and “2” correspond to the internal bars and NSM strips, respectively. Physical parameters of the steel reinforcement were determined experimentally (through the tensile tests of three samples), whereas the values from the mill-certificates are provided for the non-metallic reinforcements.

The beams were cast using steel forms; they were unmoulded in 2-3 days after the casting. All specimens reinforced with internal bars were stored in water to reduce the shrinkage effect. The NSM system and CFRP sheets were attached to the dry specimens before the tests. The specimens were dried for approximately 24 hours before gluing the sheets.

3 Beam tests and discussion of the results

The 1000 mm long specimen is tested under a four-point-bending scheme with 600 mm pure bending zone and two 150 mm shear spans, a. That fits the Eurocode 2 [7] condition of elements not requiring design of shear reinforcement, i.e. \( a \leq 2d \), where \( d \) is the effective depth of cross-section (Table 1).

The specimens were produced in several batches using the same concrete compositions. The composition of the concrete (for one cubic meter) is following: 356 kg of cement CEM I 42.5 R, 1631 kg of water, 177 kg of limestone powder, 890 kg of 0/4 mm sand, and 801 kg of 4/16 mm crushed aggregates; 1.97\% (by the cement weight) of the superplasticiser Mapei Dynamon XTend and 3.5 kg of the admixture SCP 1000 Optimizer. The beams were reinforced with either 13 mm and 16 mm GFRP bars or 8 mm and 6 mm steel bars (Fig. 1). Several samples had NSM CFRP strips and external CFRP sheets attached to the tension surface of the specimen. The previous study [8] indicated the insufficient resistance of FRP composites to shear loads. In this study, three beams had CFRP wrapping in the shear zones to avoid premature failure of the specimens. These specimens are designated as “(shear)” in Table 1. Two CFRP loops (each of 100 mm width) were placed close to each other in the shear zone, as shown in Fig. 2b. The same unidirectional MapeWrap C UNI-AX CFRP sheets were used as external and shear reinforcement. The equivalent thickness of the dry material was 0.166 mm.

As shown in Fig. 2, the surface deformations were assessed using linear variable displacement transducers (LVDT) \( L_{10}-L_{15} \) attached in two continuous lines to the side surface of the specimen. The vertical displacements in pure bending zone were measured by nine LVDT (\( L_{1}-L_{9} \), Fig. 2). The data logger ALMEMO 5690-2 collected the output results of all LVDT and the load cell. Figures 3 and 4 show the surface strains and vertical displacement assessment results.

Deformations and crack pattern of the opposite side surface of the specimens were fixed with the help of digital image correlation system (DIC). Two cameras IMAGER E-LITE 5M were used for this purpose. The cameras were placed on a tripod at the 3.0 m distance from the specimen. The gap between the cameras was equal to 0.4 m. The cameras, incorporating a charge-coupled device (CCD) detector, have a resolution of 2456x2085 pixel at the 12.2 fps rate. Such arrangement of the apparatuses enables a crosscheck of the test outcomes: the collected measurements enable to construct three each other independent moment-curvature diagrams, which can be used for the analysis.

Figure 5 demonstrates the evolution of the cracks identified by the DIC system highlighting the cracking sequence. The cracking patterns are related to certain bending moments indicated at the schemes. Figure 6 shows the final crack pattern of the beams.

The formation of a critical shear crack caused the failure of all specimens with composite reinforcement. That is a consequence of low resistance of the fibre reinforced polymer materials to a shear load. (The beam specimens had no shear reinforcement.) An increase in the area of FRP reinforcement has no significant effect on the shear resistance – the doubled number of CFRP sheets increase the load-bearing capacity only by 20\%. The external wrapping acting in the shear zone (the specimens B₁₁, B₁₆, and B₂₇) also had no substantial effect on the shear resistance of the beam specimens. Although the load-bearing capacity of the strengthened specimens was increased by almost 30\%, the formation of a critical shear crack caused the failure of the strengthened specimens. Another essential result was observed in the specimen B₁₉ reinforced with a combination of the 6 mm steel bars and NSM CFRP strips (Fig. 1). Notwithstanding the effect of the steel bars, the shear failure was the consequence of the bending test. That makes a requirement of the minimum shear resistance mandatory for the design of structural elements with composite reinforcement systems.
Fig. 2  Loading scheme of typical (a) and strengthened in shear (b) beams (dimensions are in mm).

Fig. 3  Surface deformations of the beams.

Fig. 4  Vertical displacements of the beams.
Fig. 5  Cracking schemes identified by the DIC system.

Fig. 6  Final crack pattern of the beams.
4 The residual stiffness analysis

The stiffness analysis is based on the moment-curvature response of the pure bending zone. The monitoring scheme (Fig. 2) enables the curvature estimation in different ways: from vertical displacements of LVDT \(L_i \text{ to } L_9\) and from surface deformations identified using the LVDT \(L_{10} \text{ to } L_{15}\) or DIC system. The averaged curvature can be obtained from the vertical displacement readings assuming a circular arc shape of the deflection curve along the pure bending zone [9] as follows

\[
\kappa = \frac{2 \cdot \delta}{(l_b/2)^2 + \delta^2} = \frac{2 \cdot \delta}{l_b^2 + 4 \cdot \delta^2},
\]

where \(\delta\) is the deflection over the pure bending zone; \(\delta_i\) is the displacement obtained by LVDT \(L_i (i = 1 \ldots 9, \text{Fig. 2); } l_b\) is the length of the bending zone (equal to 600 mm).

The surface strains were employed for the assessment of the curvature as follows

\[
\kappa = \frac{(\varepsilon_{13} + \varepsilon_{14} + \varepsilon_{15}) - (\varepsilon_{10} + \varepsilon_{11} + \varepsilon_{12})}{3 \cdot h_c},
\]

where \(\varepsilon_i\) is the strain estimated using the reading by the LVDT \(L_i (i = 10 \ldots 15, \text{Fig. 2); } h_c\) is the distance between the gauging lines (equal to 55 mm). A similar procedure was applied to estimate the curvature using the DIC system that is capable of determining relative displacements between any points recognised at the monitoring surface [10].

The analysis of the alternative curvature values enables of identifying the measurement errors. For instance, an illumination alteration or movement of the camera can corrupt the DIC results; the crack appearance at the LVDT support can distort the measurement results; a cyclic load can cause the erroneous outcomes of the LVDT devices. The presence of the overlapping measurements increases the reliability of the monitoring results that can be verified by comparing the alternative outcomes.

Figure 7a shows the moment-curvature diagrams constructed using the surface deformations captured by the DIC system. Figure 7b gives the corresponding equivalent stiffness values. The latter diagrams were derived using the proposed analytical model. That implies the following assumptions: smeared crack approach; linear strain distribution within the section depth; elastic behaviour of reinforcement and compressive concrete; rectangular distribution of stresses in the tensile concrete. The latter assumption enables an explicit solution of the residual stiffness problem expressed in terms of the equivalent stresses, \(\sigma^*_r\), acting to the tensile concrete.

Figure 8 describes the assumed model that employs the transformed section method, combining different types of reinforcement (Fig. 8a) in one modified component (Fig 8b). The following equations determine the effective depth \(d_r\), area \(A_r\), and elasticity modulus \(E_r\) of the transformed reinforcement:

\[
d_r = \frac{\sum_{i=1}^{3} E_i A_i d_i}{\sum_{i=1}^{3} E_i A_i}, \quad A_r = \frac{1}{E_r} \sum_{i=1}^{3} E_i A_i, \quad E_r = E_1,
\]

where \(E_i\) is the elasticity modulus of the \(i\)-th reinforcement component; Fig. 8a defines other notations.

The modelling is based on the equilibrium equations of internal forces and bending moments to the centroid of the equivalent tensile stress diagram (Fig. 8d):

\[
F_r' + F_r - F_c = 0, \quad F_r \left( d_r - \frac{h + y_c}{2} \right) + F_c \left( \frac{h + y_c}{2} - \frac{y_c}{3} \right) - M_{ext} = 0,
\]

where \(F_r'\) is the equivalent resultant force of the tensile stresses in the concrete; \(F_r\) and \(F_c\) are the internal forces acting to the tensile reinforcement and the compressive concrete; \(y_c\) is the depth of the compressive zone. In the above equations, the internal forces can be expressed through the respective stresses:

\[
\sigma_t (h - y_c)b + \sigma_r A_r - \sigma_c y_c \frac{b}{2} = 0, \quad \sigma_r A_r \left( d_r - \frac{h + y_c}{2} \right) + \sigma_c \frac{y_c b}{2} \left( 3h + y_c \right) - M_{ext} = 0.
\]

For the given curvature, \(\kappa\), the stresses in the tensile reinforcement and the most compressed concrete layer (Figs. 8c and 8d) can be expressed using the conditions of strain compatibility:

\[
\sigma_r = \kappa (d_r - y_c) E_r, \quad \sigma_c = \kappa y_c E_c
\]

Taking into account expressions (6), equation (5) can be modified as

\[
\kappa (d_r - y_c) E_r A_r \left( d_r - \frac{h + y_c}{2} \right) + \kappa y_c E_c \frac{y_c b}{2} \left( 3h + y_c \right) - M_{ext} = 0
\]

and expressed as a third order polynomial

\[
C_3 y_c^3 + C_2 y_c^2 + C_1 y_c + C_0 = 0
\]

with coefficients.
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\[ C_3 = \frac{\kappa E_c b^2}{12}, \quad C_2 = \frac{\kappa}{4}(2E_s A_s + E_c b h), \quad C_1 = \frac{\kappa E_s A_s}{4}(h - 3d), \]

\[ C_0 = \frac{\kappa d^2}{2} E_s A_s \left(2 - \frac{h}{d}\right) - M_{\text{ext}}. \]

The polynomial (8) has three roots. From the condition \(0 < \gamma_c < h\), the position of the neutral axis is defined as

\[ \gamma_c = \frac{1}{3C_3}\left\{2\bar{\kappa} \cos \left(\frac{1}{3} \cos^{-1} \left(-\frac{27C_3^2 C_0 - 9C_3 C_2 - 2C_3^2}{2C_3^3}\right)\right) - C_2\right\}, \quad \bar{\kappa} = \sqrt{C_3^2 - 3C_3 C_1}. \]

The equivalent average stress in the tensile concrete is determined using equation (5); Fig. 8c defines the corresponding strain. The following formulas express those parameters:

\[ \sigma_t^* = \kappa \frac{y_c^2 b E_c - 2(d - y_c)E_s A_s}{2(h - y_c)b}, \quad \varepsilon_t^* = \frac{h - y_c}{2}. \]

Figure 9 illustrates the residual stiffness tendencies observed in the specimens with composite reinforcement. The analysis of the residual stiffness (expressed in terms of the equivalent stresses \(\sigma_t^*\)) reveals the substantial efficiency of the external CFRP reinforcement system concerning the internal reinforcing schemes as the reference. The area under the equivalent stress diagram can determine the deformation energy related to the relative contribution of the cracked concrete. Table 1 gives the energy values \(\delta_1\) and \(\delta_2\) corresponding to the deformation \(\varepsilon_t^*\) equal to 2% and 3%. The maximal energy values are highlighted in the table. The efficiency decreases with increasing the reinforcement ratio. That is a well-known fact [1], but the effect of the external sheets should be the object of further research.

Fig. 7
The residual stiffness analysis: (a) moment-curvature diagrams of the beams; (b) the corresponding equivalent residual stresses in the tensile concrete \(\sigma_t^*\), see equation (11).

Fig. 8
Analytical model of the element subjected to bending moment \(M_{\text{ext}}\): (a) RC section; (b) transformed section; (c) strain profile; (d) stresses and internal forces acting to the section.

Fig. 9
Equivalent stress-strain diagrams of the selected specimens.
The ability to analyse the residual stiffness of elements subjected to cyclic loading is an essential feature of the proposed analytical model. Figure 10a demonstrates the moment-curvature diagrams of the beam specimens subjected to cyclic load. The residual stiffness analysis is related to an arbitrarily set reference bending moment. The dashed line in Fig. 10a indicates the reference load. The curvature evolution is estimated by using one curvature value at each loading cycle that corresponds to the ascending of diagrams shown in Fig. 10a. Figure 10b reveals an increase in the curvature with load cycles. Figure 10c demonstrates the application results of the proposed analytical model clarifying the stiffness decay tendency.

5 Conclusions

- The proposed methodology is suitable for estimating residual stiffness of elements with various combinations of reinforcement: any kinds of internal bars, external sheets, and near-surface mounted strips can be used in different combinations.
- The external CFRP sheets demonstrated the most efficient deformation resistance among the considered reinforcement systems. This effect is to be the object of further research.
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Abstract
An increasing number of taller buildings are constructed using wood as a material. Penetration seals become more relevant with increasing building height. In the completed research project ‘Leitungsdurchführungen im Holzbau’ (engl. ‘Pipe penetrations in timber construction’) full scale and small scale fire tests were conducted with the industry partner Hilti to examine penetrations and standard penetration sealing systems in combination with timber construction. Within further tests, penetrations of single conduits were examined. The test results show, that most of the tested typical penetration sealing systems can be used in timber construction as well. Selected single conduit penetrations in mass timber assemblies can be sealed without a classified sealing system.

1 Introduction
Timber construction has become increasingly important in Germany and many other countries in recent years, mainly due to ecological incentives. But timber construction also offers advantages from an economic point of view because of its high degree of prefabrication and short construction times. As a result of the afore mentioned points, larger and higher timber construction projects are increasingly planned and approved. The advantages of timber construction are partly limited. This is caused by constructional details for which no approved timber construction solutions have been found yet. Conduit penetrations are one of these details. In Germany, requirements for fire protection are regulated in the regional building regulations. Base for these is the model building code [1]. Further regulations are defined in technical building regulations. Regarding timber construction instructions are given in the model guideline for fire protective requirements on multi-storey timber buildings [2]. For the installation of conduits and the passing of wiring or piping through building’s components for sealing off areas the model conduit systems guideline [3] is relevant. Penetration seals are required in places where wiring / pipes are routed through walls with fire resistance requirements. Exceptions, called facilitations, are granted by the guideline for single cables, small cable bundles, and single pipes with specific dimensions. For timber constructions very few approved penetration sealing systems are available on the market. This is to be explained by the many different types of timber constructions. In order to be approved and thus tradeable the penetration sealing systems need to be tested in every timber construction they shall be approved for. The current solution for timber buildings in Germany is to use a component made of non-combustible building materials (e.g. concrete or mortar) at the point of cable bushing and to seal off the through penetrations in this component. This procedure requires an additional coordination effort, brings mineral building materials with moisture (liquid water), which can cause shrinkage and swelling, into the timber structure and represents an optical disturbance. The final aim is to provide a method which enables penetration sealing in timber buildings without the substitution of the buildings material in the penetration area and therefore facilitate building with wood. Further, the testing of each sealing system in each timber wall construction shall be avoided as testing is a major cost factor for producers. The completed research project ‘Pipe penetrations in timber construction’ [4] laid the foundation for an improved method of penetration sealing in timber components, called ‘timber-in-timber’. The first part of this article describes the results of this research project. Despite the timber in timber installation is only reasonable in Germany, the results of the tests of penetration seals in timber assemblies are relevant all over the world. The second part of the text (chapter 3) deals with further examinations regarding penetrations of single cables and pipes which were carried out by the authors. The tests have shown that selected penetrations of individual pipes and cables can be sealed off without a classified sealing system, if the facilitations of the conduit systems guideline, which currently may
not be used in timber construction, are observed. With this easier way of penetration sealing for single pipes and cables building costs can be decreased.

2 Reaserach project “Line penetrations in timber construction”

The aim of the research project was to determine the basic principles of penetration seals in timber construction and to provide companies and testing institutes with instructions on how to install and test penetration sealing systems in wood constructions. The overall result was the method ‘timer-in-timber’. Especially the weak points of the tested setups were evaluated in a first step to understand the critical areas. In the second step the basic idea of the project was to define a timber module, within which penetration seals can be installed and tested. The module can afterwards be inserted into various timber constructions (see Fig. 1 left). Using this approach, testing under constant conditions is possible and there is no need to substitute the wood at the point of penetrations. For penetration sealing systems the relevant performance criteria according to EN 1366-3 [5] in connection with EN 1363-1 [6] are integrity (E) and insulation (I) while the specimen is exposed to elevated temperatures according to the ISO heat curve (see Fig. 1 right) on one side. Regarding integrity, a defined cotton pad must not ignite, the physical penetration of emerging openings must not be impossible (see defined gap gauges in EN 1363), and there must not be any sustained flaming on the non exposed face. To fulfil the insulation criteria no measured temperature difference on the non exposed face shall exceed 180 K. Both performance criteria must be maintained during the whole test under elevated temperatures to achieve a corresponding classification.

2.1 Fire tests

2.1.1 Small scale tests

First a suitable module needed to be found. The test duration was set to 120 min to enable the use of the modules in as many cases as possible. Basis for the dimensioning of the modules was the charring rate of wood according to [7]. Additionally, during longer tests more failure mechanisms can be examined. Two different possible structures were taken into account, a massive glued laminated timber (glulam) module and a layered module, consisting of oriented strand boards (OSB) and mineral wool (see Fig. 2). Both modules had dimensions of 440 mm * 440 mm. The glulam modules were 160 mm thick, the osb module had a total thickness of 132 mm. In both modules typical penetration sealing systems were installed and exposed to the heat source in accordance with EN 1366-3 [5].
Despite fulfilling the E and I criteria for about 60 minutes, the tests with coated mineral wool slabs did not provide good results. This can be explained by the loss of stability of the slab due to combustion of the reveal area, which leads to high temperatures on the non-exposed side and smoke leakage (see Fig. 3). To use coated mineral wool slabs safely in timber constructions the reveals should be lined according to [8] and [9] to generate comparable conditions to those in drywall or concrete constructions.

All tests with other sealing systems, namely cable- and pipe collars, mineral wool linings, and bandages delivered satisfying results. Especially mineral wool linings for uninsulated copper pipes and bandages for insulated copper pipes would reach fire resistance classifications of over 90 minutes in combination with glulam modules (compare Fig. 4). As a result of the small scale tests, the glulam modules were chosen to be used for the examinations in full scale tests. Furthermore, the coated mineral wool slab was not longer examined and some small fixes were conducted regarding the installation of other penetration sealing systems.
Fig. 4 Penetration seals for copper pipes (left bandage Hilti CFS-B [10] for combustible insulated copper pipe; middle Rockwool Conlit 150U [11] for uninsulated copper pipe) and measured values of a test (2: on the rubber insulation, 3: on the bandage, 5: on timber above insulation, 12: on insulation, 14: on timber above bandage)

2.1.2 Full scale tests

To confirm the applicability of the method, the modules were fitted into two different typical timber wall assemblies, a cross laminated timber (CLT) wall and a timber frame construction. The joint between the module and the wall construction is to be regarded as a critical detail. Due to the scope of the project and a lack of time the focus couldn’t be laid on that joint. The joint was carried out safely by stuffing mineral wool and filling 50 mm of the joint from both sides with an intumescent caulk (Hilti – CFS-Fill / FS - ONE MAX). Eight modules were fitted into each wall construction, always two identic modules in each wall. Except of one module, the same modules as in the small scale tests were used. The module with the coated mineral wool slab was replaced by a mixed module with all other penetration sealing systems installed. The setup for the test in the CLT wall is shown in Fig. 5. In the second test the same modul arrangement was used. The wall construction is illustrated in Fig. 6. Both walls were exposed to heat according to EN 1366-3.

Fig. 5 Glulam modules with penetration sealing systems in a CLT wall (upper row: left: bandage and mineral wool; middle left: bandage, mineral wool, pipe collar, cable collar; middle right: cable collar; right: pipe collar)
The test results [12], [13] show, that penetration sealing in timber modules is generally possible. It also confirmed that a closure of the linear joint with mineral wool and the caulk did provide a secure joint seal. During the first 90 minutes full scale test with the timber frame construction [12] fluctuations in the oven pressure, exceeding the standard pressure curve, occurred during the first half of the test. Thereby the physical impact on the sample was significantly higher. Nevertheless, all penetration sealing systems except the pipe collar could perform well. This is explainable by the negative impact of the pressure fluctuations during the crust formation. The second test confirmed the results of the first test. Only the two pipe collars in the right failed (compare Fig. 5). The upper one was ignited during extinguishing the initially ignited down one. Why the first collar failed can’t be determined for certain. Most possibly the execution of the ring gap caused the failure. This detail was not carried out in accordance with the technical product documentation, but in an easier, less secure way. The ring gap was only filled 30 mm deep with firestop acrylic sealant [14], but no mineral wool stuffing was added. This detail was not regarded more precisely as it was not the aim of the project. Two of the four pipe collars and all other tested penetration seals maintained the performance criteria until the end of the test after 120 minutes. The results show, that these systems can be applied in timber constructions. Other penetration sealing systems base on the same operating principles. It is likely that their performance in timber modules is as good as that of the tested ones. In future, penetration sealing systems, which are intended to be used in timber buildings, could be tested in predefined timber modules. Due to the consistent testing conditions, extrapolation of results will be possible and the testing effort will be less. The timber modules can be installed at the penetration point in different timber assemblies. Different possibilities to carry out the gap between module and timber assemblies will be pointed out by the authors within upcoming projects. In addition, the industry partner Hilti does now provide first tested solutions for selected wood constructions.

3 Single penetrations

In Germany the model conduit systems guideline [3] describes basically how penetrations need to be sealed. For selected single pipes and cables with relatively small diameters facilitations exist, which allow the sealing of penetrations without using a classified penetration sealing system in a defined setup. The facilitations differ between penetrations through walls with a classified fire resistance rating of 30 minutes and components classified for 90 minutes. This article regards only facilitations for walls with a rating of 30 minutes. Accordings to [3] penetrations of single cables, small cable bundles (< 50 mm), and non-combustible pipes through non-combustible walls with a fire rating of 30 minutes can be sealed with non-combustible materials. If mineral fibers (with a melting point above 1000 °C) or an intumescent material are used, the size of the gap between the conduit and the surrounding component is limited to 50 mm. In small scale fire tests the applicability of this facilitation in timber construction was examined. The general test setup is shown in Fig. 7.
As the material wood is combustible, a smaller ring gap was rated at a higher risk than the maximum allowed gap size of 50 mm. Copper pipes with diameters of 12 mm and 22 mm, a single cable (NYM-J 5x16), and a cable bundle (1 * (NYM(ST)) J_3x2,5/1,5; 2 * NYM-J 5x16) were installed in 60 mm glulam wall modules, each sealed with mineral fibres, intumescent material, firestop acrylic, and gypsum (see 8, middle). The ring gap sizes were between 5 mm and 15 mm for intumescent material and firestop acrylic and 10 to 20 mm for stonewool and gypsum. The conduits were arranged eccentrically in the borehole. The modules were exposed to fire according to Fig. 1 right for 30 minutes. Temperatures were measured on the unexposed side 25 mm above the conduits on the glulam (1) and on the conduits 25 mm away from the glulam surface (2) (see 8, left). On the Ø22 copper pipe (2) a rise of temperatures between 373 K and 406 K was measured after 30 minutes. On the timber surface (1) temperatures rose between 80 K and 107 K. Compared to that, the temperature rise on the Ø12 copper pipes was about 50 K less and the temperatures on the timber surface were about 25 K less. The sealing with stone wool lead to the highest temperatures on the copper pipe. This may be justified by the low thermal conductivity of stone wool. For the cable bundle measured temperatures were lower. The highest temperature rise on the bundle, nearly 200 K, occurred as well in connection with stone wool. The temperatures on the timber surface above the bundle can be compared with the temperatures over the Ø12 copper pipe. The sealing of single cables resulted in the lowest temperature rise of under 180 K on the cables and below 60 K on the timber surface. Averaged measured temperature rises for copper pipes, cables, and cable bundles, and the timber surfaces are shown in Fig. 9. During the tests no flames on the unexposed side occurred.

Only the results for the single cable and the bundles, which are not sealed with stone wool would meet the required temperature criteria for a classified penetration seal. The other penetrations with every kind of sealant result in high temperatures on the conduits on the unexposed side. As the temperatures on the conduits are significantly more influenced by the type of conduit and their own thermal properties and less by the type of sealant, it is not likely that the temperatures on the conduits would be significantly lower in combination with a concrete wall. Nevertheless, concrete is a better heat sink due to its higher thermal conductivity. Resulting temperature differences on pipes lead through wood should be compared to the temperature differences on pipes lead through concrete.

The temperatures on the timber component at the measure point are low enough to meet the temperature criteria of EN 1366-3. Still those temperatures need to be observed thoroughly as the surrounding material is combustible. According to [15] the ignition of wood is dependent on time and temperature. With rising temperature, wood ignites earlier. For an ignition within 30 minutes, the temperature has constantly to be about 180 °C. With an initial temperature of approximately 20 °C, the temperature on the timber surface at the measure point does not exceed 120 °C during the test. So at the measure point there is a low risk of ignition. The temperatures at the edge of the borehole may be significantly higher. Charring of the wood around the ring gap should be regarded as an important parameter and is an indicator for the temperature there.

During the tests no ignition on the unexposed surface occurred, despite charring of wood at the edge of the ring gap could be seen at some penetrations (see 8, right). The most charring occurred at
the penetrations which were sealed with intumescent material. By sealing with gypsum the durability of the sealment is to question as cracks can occur due to the different shrinkage and expansion behavior of timber and gypsum regarding different humidities. All requirements to meet the integrity criteria were fulfilled in the tests. Therefore, the risk of fire spread to the unexposed side in the tested assemblies is comparable to a corresponding penetration sealing in a non-combustible construction. The temperature differences on the conduits, especially on copper pipes, exceed the temperature limit for the insulation criteria. Hence, further insulation of the pipes after the penetration is recommended to prevent the ignition of nearby objects.

![Image](image1.jpg)

**Fig. 8** Measure points (left), exemplary test assembly (middle), assembly after the test (right)

![Image](image2.jpg)

**Fig. 9** Temperatures copper pipes (left), temperatures cables (right)

### 4 Conclusion

Due to ecological issues timber constructions move more into focus. Actually there is no modified solution to seal penetrations in timber buildings. The tested traditional penetration sealing systems can be used in timber assemblies with none or minor adjustments – when installed properly with respect to wood. Proper tested systems by various suppliers, e. g. [16] will provide good solutions in the near future. To avoid substitution of the timber construction in the penetration area, predefined timber modules should be used to install the penetration seals in. With constant testing conditions, experience will be made and fewer tests will be required.

In Germany selected single pipe or cable penetrations can be sealed without classified penetration sealing system according to the facilitations of the model conduit systems guideline. Some of this facilitations for 30 minutes fire resistance were tested in timber assemblies and can be used with a comparable risk of fire spread to non-combustible wall assemblies. As some pipes showed very high surface temperatures behind the penetration a further insulation of pipes, especially copper pipes is recommended.
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Abstract
Concrete with an enhanced self-healing ability caused by metabolic activity of certain bacteria has been widely studied in the recent decades. This paper deals with two of the major drawbacks which have been identified in the previous research – the inability of bacteria to survive the crystalline pressures in the hardening concrete and the need for a sufficient water supply for its metabolism. In order to solve these issues, in the current study, superabsorbent polymers (SAP) are applied to standard cement paste as a means of protection of the bacteria and also as a potential water reservoir. To prove the SAP applicability in the bio-based concrete, cement composite specimens with SAP, specimens with SAP and a biological self-healing agent and reference specimens were prepared. Subsequently, the sealing of artificially introduced cracks was recorded and the influence of the SAP addition on the materials self-healing ability was determined.

1 Introduction
Self-healing, in terms of autonomous detection and repair of defects, has attracted much attention in the field of concrete structures, especially due to the material's pronounced tendency to crack. The crack formation allows water and aggressive substances to enter the material, which results in further degradation and thus decrease in the structure durability.

Manual regular inspections and maintenance of concrete surfaces are highly laborious and economically demanding measures. Further, in many cases, due to the poor accessibility of certain structures, the manual approach can be complicated to nearly impossible. For these reasons, development of cementitious composite with a self-healing capacity to ensure prolonged durability is an economically important topic which is attracting widespread commercial interest.

Concrete with an enhanced self-healing ability based on metabolic activity of certain microorganisms has been widely studied in the recent decade. The self-healing, more specifically the autonomous crack-sealing, relies on the so-called biocalcification process – an ability of special types of microorganism (mostly bacteria) to produce calcium carbonate (CaCO_3) when supplied with appropriate nutritional compounds [1–5]. In the novelty material, bacteria in its resistant form of spores is incorporated directly into the concrete matrix during the mixing process. Further, standard concrete mix is enriched with the necessary nutrients – a source of calcium and some kind of a metabolic activator. Apart from this addition of the biological self-healing agent, the further processing of the mixture does not differ from the traditional procedures. The biocalcification process is triggered when a crack occurs, and water penetrates the material. The water presence together with the incorporated nutrients causes germination of the bacterial spores and subsequently the CaCO_3 precipitation.

Although numerous investigations reported a considerable self-healing potential of the bio-active cementitious composites [3,4,6–23], several obstacles remain not completely resolved. Principally, experiments showed that metabolic activity of the incorporated bacteria decreases significantly after approx. 7 days [3] from casting. This decrease may be a result of mechanical destruction of the bacteria by crystallization pressures in the aging concrete, thus it points out the importance of the bacteria protection [5,6,11,12,14]. Furthermore, especially in the case of horizontal structures, it might be problematic to ensure a sufficient water supply, which is crucial for the biocalcification process. Both of these drawbacks of the biological approach to self-healing concrete are being dealt with in this paper by application of superabsorbent polymers.
Superabsorbent polymer (SAP) is a designation for a polymer with an absorption capacity up to hundred times its own weight. In recent studies, SAP has been investigated as an addition into concrete which could positively influence autogenous shrinkage \cite{24,25}, frost resistance \cite{26}, waterproofing \cite{27}, and enhanced the materials natural self-healing ability \cite{28,29}. Based on the promising results of the SAP addition, a combination of SAP and the bio-based self-healing concrete principles have been proposed and investigated in a few studies. Theoretically, the polymer could not only protect the bacteria from the harmful pressures in aging concrete, but also to provide the needed moisture thanks to its striking absorption abilities.

In the paper of Giriselvam et al. \cite{30}, concrete specimens containing unsporulated bacteria, nutrients and SAP in various concentrations were produced and investigated. In this study, the addition of SAP resulted in better healing of cracked specimens compared to the solely bacterial samples. However, the water uptake of the applied SAP was reported to be only 86 g/g SAP which is not in line with the expectations. For this reason, the results might not be generally applicable. Further, no SAP samples without bacteria were produced, thus the protective effect of the SAP is not clearly detectable.

In the study carried out by Kua et al. \cite{31}, SAP was primarily applied to further enhance the autogenous crack-sealing. The protection of bacteria was ensured in this experiment by their immobilization in biochar. In this paper, closure of cracks with width over 0.6 mm was reported in the case of combination of SAP, biochar-immobilized bacterial spores and polyvinyl alcohol fibres.

Although some research of the SAP application in the bio-based self-healing concrete has been done, more work is needed in order to determine all of the influencing factors, as the results may vary dramatically depending on the specific type of the applied materials. The current experiment presented in this paper deals with application of bacterial spores of \textit{Bacillus pseudofirmus}, SAP and two nutritional compounds (calcium lactate and yeast extract). The self-healing potential is determined on several series of cement composite beams which were cracked by three-point bending test and further cured in water to trigger the healing.

### 2 Experimental investigations

#### 2.1 Materials

In order to determine the applicability of SAP in the bio-based self-healing concrete, cement mortar containing ordinary Portland cement, distilled mixing water with/without bacterial spores, sand, SAP, and nutritional admixtures was prepared.

The biological healing agent, bacteria \textit{Bacillus pseudofirmus} (LMG 17944), was selected based on the experiments described elsewhere \cite{3,19,32,33}. The cultivation and sporulation processes were performed based on the supplier recommendation (Belgian Coordinated Collections of Microorganisms).

As a means of protection of the bacterial spores, commercially available SAP (cross-linked acrylamide/acrylic acid copolymer, potassium salt obtained from Evonik Industries) was applied. Our previous investigations of the material characteristics indicated that its absorption capacity at room temperature in distilled water reaches up to 245 g solution/g SAP; however, with an increasing ion presence the absorption lowers drastically. In a nutrient solution (60 g/l calcium lactate and 17 g/l yeast extract), the absorption was as low as 15 g solution/g SAP \cite{34}. Thus, it can be expected that the liquid uptake in fresh cement paste with nutritional compounds will be significantly limited.

The nutritional compounds and their dosages necessary for the bacterial calcium carbonate precipitation were selected based on the previous studies presented elsewhere and own preliminary examinations \cite{35}. Calcium lactate (C\textsubscript{6}H\textsubscript{10}CaO\textsubscript{5}H\textsubscript{2}O, purity > 98%, obtained from Carl Roth GmbH + Co. KG, Germany) as the calcium source and yeast extract (obtained from Carl Roth GmbH + Co. KG, Germany) as the metabolic activator have been successfully applied in numerous studies \cite{36} and proved to be suitable for the biological healing agent.

#### 2.2 Mix proportion design

In Table 1, design proportions of the prepared cement mortars can be seen. Four series were prepared in total. The CTRL mix served as the control, as it contained neither bacterial spores nor SAP. Mix containing directly added spores without SAP (BAC) provides an evaluation of the contribution of SAP on protection of the spores, thus on the crack filling. Further, by comparing the CTRL_SAP mix
(only SAP added) with control mix, the contribution of the polymer itself to the self-healing can be determined. Finally, the mix SAP_BAC was prepared in order to evaluate the self-healing potential of the SAP-bacteria combination.

The mass of binder and sand was fixed to 586 kg/m\(^3\) and 1759 kg/m\(^3\), respectively. In the case of mixes containing SAP (CTRL_SAP and SAP_BAC), additional mixing water was applied in order to make up for the liquid uptake by the polymer. The water to cement ratio (w/c) in these mixes was 0.6, whereas in the remaining series only 0.5. The amount of the extra mixing water (21 g water/g SAP) was applied based on our previous investigations dealing with the SAP–cement mortar workability [34]. Further, all of the mixes, including the control (CTRL), contained calcium lactate (3.0 wt. % of cement) and yeast extract (0.85 wt. % of cement).

The SAP was applied to the respected mixes in dry state in the dosage 0.5 % by weight of cement. This value was chosen based on our previous investigations which were focused on determining the SAP influence on the mechanical characteristics [34]. Bacterial spores were introduced into the bacterial mixes by their careful dispersal in the mixing water. The final concentration of the spores in the solution was \(10^6\) CFU/ml.

Table 1. Mix composition of the investigated cement mortars with nutrient compounds.

<table>
<thead>
<tr>
<th>Material</th>
<th>CTRL</th>
<th>BAC</th>
<th>CTRL_SAP</th>
<th>SAP_BAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEM I R 42.5</td>
<td>586</td>
<td>586</td>
<td>586</td>
<td>586</td>
</tr>
<tr>
<td>Distilled water</td>
<td>293</td>
<td>293</td>
<td>355</td>
<td>355</td>
</tr>
<tr>
<td>Sand (1-2 mm)</td>
<td>440</td>
<td>440</td>
<td>440</td>
<td>440</td>
</tr>
<tr>
<td>Sand (0.1-1 mm)</td>
<td>1319</td>
<td>1319</td>
<td>1319</td>
<td>1319</td>
</tr>
<tr>
<td>SAP</td>
<td>0</td>
<td>0</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>Calcium lactate</td>
<td>3.00</td>
<td>3.00</td>
<td>3.00</td>
<td>3.00</td>
</tr>
<tr>
<td>Yeast extract</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>Bacillus pseudofirmus</td>
<td>-</td>
<td>(1\times10^6)</td>
<td>0</td>
<td>(1\times10^6)</td>
</tr>
</tbody>
</table>

2.3 Specimen preparation

The nutritional compounds and SAP, if applied, were added alongside with cement and premixed for 1 min in order to achieve distribution as uniform as possible. Mixing water with/without dispersed bacterial spores was added as prescribed by the standard.

Prior to casting, consistency of CTRL and CTRL_SAP was determined using a cement flow table test according to relevant standards in order to determine the impact of the SAP and extra mixing water addition on the paste workability.

All of the mixes were casted into 40x40x160 mm\(^3\) moulds. Additionally, steel fibres were placed approx. 10 mm below the mould edge (Fig. 1). This reinforcement should further facilitate the crack creation by a three-point bending in later ages. Without the steel reinforcement, the specimens could be easily fractured completely and split in half. The moulds with the embedded steel fibres were then left covered at room temperature and humidity. After demoulding, the specimens were cured at 25 °C and approx. 90% RH for 28 days.
2.4 Crack introduction and healing

In order to determine the self-healing potential of the SAP-bacteria concrete, cracks were introduced by a three-point bending test after the end of the curing period in every specimen. The placement and widths of the cracks were carefully recorded by photographic imagining. Additionally, the areas around the formed cracks were scanned by optical scanning microscope in order to obtain high resolution images. After the investigation of the pre-healed state, the samples were subjected to the healing process.

Continuous full immersion in water was applied in the healing period. The cracked samples were placed into open plastic containers filled with standard tap water and left open at room temperature for 28 days. After the healing period, the samples were removed from the containers and the crack sealing was inspected and recorded by high resolution photographic imagining and scanning optical microscopy.

3 Results

3.1 Flowability of the fresh pastes

Cement flow table test indicated that the addition of 0.5% SAP to cement weight along with 20.1% of mixing water results (CTRL_SAP) in similarly flowable paste to control (CTRL). As seen in Fig. 2, the spread diameter of control series without SAP and additional mixing water reached 18.6 mm and, not too differently, the CTRL_SAP paste spread diameter was measured to be 18.2 mm.

3.2 Healing efficiency

Self-healing efficiency, thus crack sealing, was in this paper evaluated by visual inspections through scanning optical microscopy and photographic imagining. The photographic images which compare the state before the 28-day long immersion in water and after the healing period can be seen in Fig. 3.
Fig. 3 Comparison of the cracked cementitious specimens before and after the healing process – the maximum initial width of the crack that was healed is marked.

It is evident from the results that certain crack-sealing has taken place in all of the investigated series. As it can be observed, newly formed white precipitates were detected in all of the samples. Following investigations revealed that maximum initial widths of the crack where the precipitates formed differed depending on the mix composition (Fig. 4). The samples were produced in duplicate, thus four different cracked surfaces were available for each mix composition. Based on the photographic imaging, the maximum initial width of the cracks that were healed were measured and their average value was determined for each mix.

In control samples (CTRL), the average maximum initial crack width was 0.18 mm. In the BAC samples where bacteria were incorporated, the width increased to 0.23 mm. In samples where only SAP was added, the average initial crack width reached 0.26 mm. Finally, in samples SAP_BAC containing both bacteria and SAP, the precipitates could be observed in crack with the average initial width up to 0.28 mm.

Fig. 4 Average maximum initial widths of healed crack.
The scanning microscopy enabled closer visual inspection of the crack sealing. In Fig. 5, a crack closed after the healing period can be seen. As visible from this example, the precipitates formed not only in the crack itself, but also in the area adjacent to it. The white depositions were primarily located in pores, although some of them remained empty.

The Fig. 5 captures crack in an SAP_BAC specimen, thus specimen containing bacteria and SAP. However, the microscopic investigation showed that the precipitates did not visually differ in the other series.

Fig. 5 A microscopic image of the crack before (left) and after the healing process (right) in a sample from the SAP_BAC series.

4 Discussion

In accordance with the assumptions, due to the autogenous self-healing capacity of cement composites, the crack closure was observed in all of the series including the control (CTRL). The positive impact of the SAP addition, especially in the case of crack widths below 0.5 mm, on the autogenous healing was reported elsewhere [31]. Comparable to these findings, in this paper, the maximum healed crack width of the CTRL_SAP series was 49.3% greater compared to the control series. However, it must be acknowledged that the extra mixing water added alongside with SAP in order to preserve the flowability may have improved the autogenous crack sealing itself.

The addition of the bacteria (BAC) increased the average healed crack width by 32.7% compared to the control. The highest value of the average maximum healed cracked after 28-day immersion in water could be observed in the samples containing both bacteria and SAP (SAP_BAC). The value was 59.84% higher compared to the control.

Although the results presented in this paper indicate positive impact of the SAP and bacteria addition on the cement composite self-healing ability, the maximum crack width healed in this experiment was only 0.32 mm. This value is not in line with earlier studies where cracks up to 0.70 mm wide were completely sealed [37]. It may be a result of an insufficient distribution of the healing agent (bacteria and nutritional compounds) in the mortar. Further, the SAP may successfully function as a moisture reservoir and increases the autogenous crack-sealing, but it may not provide enough protection of the bacteria spores against crystallization pressures. Thus, additional protection should be investigated in the future research.

5 Conclusions

In the current study, the combination of bacteria *Bacillus pseudofirmus*, nutritional compounds, and SAP was applied in cement composite in order to evaluate the biologically enhanced material's self-healing potential. The artificially cracked specimens were submitted to a 28-day long healing period and subsequently the crack closer was visually inspected. The following conclusions can be drawn based on the current experimental investigation:

- The SAP and extra mixing water addition increases the autogenous crack-sealing in cement composite.
- The bacterial self-healing agent (*Bacillus pseudofirmus*, calcium lactate, yeast extract) significantly improves the crack closure compared to plain cement composite samples.
Protection of bacterial spores by SAP may not be sufficient and further additional methods of protection should be considered.
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Wood Ashes from Electrostatic Filter as a Replacement for the Fly Ashes in Concrete

M. Sc. Piotr-Robert Lazik, Prof. Dr.-Ing. Harald Garrecht

1. Introduction

The word "organic" currently has a good reputation worldwide. Everyone wants to eat organic products, have an organic lifestyle or use organic bags in the supermarket, all to protect nature and mother earth and to improve people's healthy lives. There are so many activists who fight every day to save the world. Some of those are more some less successful. They are looking for a solution that very often cannot be achieved for political or economic reasons.

And here we are, there is still a product that not many people pay attention to. A product that causes the greatest pollution in the world, more than car exhaust or volcanic eruption. It is cement and clearly, its manufacture. Cement is one of the most important binders, a key component of concrete in a world production of 4.1 billion tons. 2017 is the most widely used material overall. Have you ever considered what amount of CO$_2$ was emitted into the atmosphere by the production of 4.1 billion tons cement?

![Cement production globally from 2010 to 2019 worldwide](image)

**Fig. 1** Cement production globally from 2010 to 2019 worldwide. US Geological Survey.

First we have to answer a simple question. Can we forego cement in the concrete at all? Unfortunately not yet, cement is irreplaceable in concrete. Its properties give the concrete strength and are responsible for its durability. But that does not mean that the concrete could not be made more ecologically. In times where CO$_2$ reduction is the world most common effort, it is Absolutely necessary to think products in the context to bioeconomy. Nothing is more bioeconomy than using available biological materials.
2. A way to organic concrete

Fly Ashes are considered to be one of the most important and popular components used in concrete. Their pozzolanic properties have a certain impact on the properties of fresh and hardened concrete, for example consistency and compressive strength. Unfortunately, in recent years in Germany and in Western Europe, we have had a huge shortage of this material. The reason for this phenomenon is the decreasing number of coal power plants in which Fly Ashes are a by-product. The use of by-products in concrete has not only strength aspects but also ecological ones. During the production of cement, a huge amount of CO$_2$ is produced. Using fly ashes as a substitute component and by-product in itself, we reduce the need for cement to be reduced, less cement means less CO$_2$ in the atmosphere. The most important property of fly ashes is that they can be used as a main component with virtually any type of cement and used almost in all types of concrete: normal concrete, lightweight concretes and ultra high performance concrete [1].

The standard DIN EN 450-1 defines fly ashes as a fine-grained dust consisting of spherical and glassy particles, which is produced by the use of finely ground coal. The pozzolanic properties of the fly ashes are mainly due to SiO$_2$ and Al$_2$O$_3$. The amount of reactive SiO$_2$ is at least 25 wt.%. According to DIN EN 197-1, lime-rich fly ashes with a reactive CaO > 10 wt.% can be used as the main constituent for the production of fly ash cements CEM II/A-W or CEM II/B-W.

The application of fly ashes in Germany began in the 1960s with the constant increase in production. In the 90’s fly ashes were already almost 100% used in the building industry, 75% of which is used in various types of concrete. It took scientists more than 10 years to see the visible success of fly ashes today. The delay was caused by the lack of approval of fly ashes to be used in concrete [1].

The coal is transported to the power plant by various means, depending on accessibility by truck, rail or ship. There it is added directly to the coal bunkers. The coal is then ground to a fine grain size in the coal mills. The grain fineness is adjusted, which is present at the 80 wt.% < 90 μm. The pulverized coal is further transported to the combustion chamber, where the organic components are burnt (Fig. 2). The fly ash is then obtained by electrostatic separation in multi-stage electrostatic precipitators. The combustion temperatures of hard coal are between 800°C and 1700°C depending on the type of furnace [2].

Fig. 2 Production process in the power plant [3]
Wood ashes from electrostatic filter and cyclone filter as a replacement for the fly ashes in concrete

The delivered wood chips are first collected in a fuel store. The combustion chamber consists of three systems: grate, combustion chamber and afterburner. The furnace grate is located in the central point of combustion. Different types of construction are burned in the furnace. Thermo-chemical processes take place in the combustion chamber. Then they pass through the first filter stage, which is a cyclone separator, where most of the inorganic components are separated thanks to the air flow. In the meantime, another filter stage can follow in the form of an electrostatic precipitator, as in the case of fly ashes [4].

Table 1 Characteristics of wood ashes from cyclone and electrostatic filter [4]

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Cyclone Ashes</th>
<th>Electrostatic Ashes</th>
</tr>
</thead>
<tbody>
<tr>
<td>production</td>
<td>cyclone separator</td>
<td>electrostatic filter</td>
</tr>
<tr>
<td>particle size</td>
<td>2-160 µm</td>
<td>&lt; 10 µm</td>
</tr>
<tr>
<td>mean particle size (kg/m³)</td>
<td>2400 - 2700</td>
<td>2300 - 2600</td>
</tr>
<tr>
<td>density</td>
<td>0,3 - 0,5</td>
<td>0,15 - 1,12</td>
</tr>
<tr>
<td>pH</td>
<td>10 - 13</td>
<td>10 – 13</td>
</tr>
</tbody>
</table>

Due to the shift to regenerative energy (e.g. wood energy) several hundred tons of wood ashes from electric and cyclone filter are produced in Germany and the every year, in the UK even more. The wood from which the wood ashes arise are usually garden wastes, shrubs on the roadsides and tons waste from sawmills. In contrast to the bottom ash filter ashes cannot be used for nutrient recycling in agriculture and forestry but is mostly deposited. Only few research is done to find their usage in construction, to put it in another way - in concrete. The construction sector is so huge that there can certainly be found a place for them instead of storing them up. In order for this to happen, it is necessary to undertake appropriate tests. Without proper investigation, an acceptance to be used in construction is unlikely to be permitted.

Chemical composition of fly and wood ashes

In the first place, it is necessary to closely study the chemical structure of the wood ashes, and try to find similarities with fly ashes. Nowadays we know exactly how fly ashes behave. There are many chemical and physical methods with which to test the components of wood ashes, for example ICP method (Inductively Coupled Plasma). The content of heavy metals and other elements, which can cause problems in the binding of concrete must be eliminated. Only in this way their impact on the strength and durability of various types of concrete will be improved.

The chemical composition is characterized by three main components - SiO₂ (silicic acid), Al₂O₃ (alumina) and Fe₂O₃ (iron oxides). Most fly ashes from lignite-fired power plants are low in sulphate and rich in silicon. The table shows the composition of silicon-rich fly ash and Portland cement from 1997-2004.
Table 2 Chemical components of fly ashes and Portland cement. [5], [6]

<table>
<thead>
<tr>
<th>Component [wt.%]</th>
<th>silicon-rich fly ash 1)</th>
<th>Portland cement 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO₂</td>
<td>36...59</td>
<td>19...23</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>20...35</td>
<td>3...6</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>3...19</td>
<td>0,2...7</td>
</tr>
<tr>
<td>CaO</td>
<td>1...12</td>
<td>61...67</td>
</tr>
<tr>
<td>MgO</td>
<td>0,7...4,8</td>
<td>0,6...4</td>
</tr>
<tr>
<td>K₂O</td>
<td>0,5...6</td>
<td>0,4...1,5</td>
</tr>
<tr>
<td>Na₂O</td>
<td>0,1...3,5</td>
<td>0,06...0,4</td>
</tr>
<tr>
<td>SO₃</td>
<td>0,1...2</td>
<td>2...4</td>
</tr>
<tr>
<td>TiO₂</td>
<td>0,5...1,8</td>
<td>0,11...0,3</td>
</tr>
</tbody>
</table>

1) Values from monitoring of silicon-rich fly ash from 1997 to 2004, Testing according to DIN EN 450-1 [5]
2) Average range limits of Portland cement of strength class 42.5, containing loss on ignition [6]

In order to determine the components of wood ashes and to compare them with fly ashes, four different types of wood ashes from electrostatic precipitators and cyclone filters were investigated. The results were recorded in the Table 3

Table 3 Chemical components of wood ashes and selected fly ash [own research results].

<table>
<thead>
<tr>
<th>Components [wt.%]</th>
<th>Wood Ashes</th>
<th>Fly Ashes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1)</td>
<td>2)</td>
</tr>
<tr>
<td>SiO₂</td>
<td>1,1</td>
<td>11,2</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>0,2</td>
<td>2,4</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>0,1</td>
<td>1,8</td>
</tr>
<tr>
<td>CaO</td>
<td>3,8</td>
<td>31,1</td>
</tr>
<tr>
<td>MgO</td>
<td>1,5</td>
<td>4,3</td>
</tr>
<tr>
<td>K₂O</td>
<td>41,2</td>
<td>16,4</td>
</tr>
<tr>
<td>Na₂O</td>
<td>0,4</td>
<td>0,9</td>
</tr>
<tr>
<td>SO₃</td>
<td>16,4</td>
<td>17,7</td>
</tr>
<tr>
<td>TiO₂</td>
<td>&lt; 0,1</td>
<td>0,2</td>
</tr>
</tbody>
</table>

1. electrofilter ashes (tree species Beech)
2. mixed electrofilter ashes - different tree species
3. cyclone ashes (tree species Beech)
4. cyclone ashes different tree species

As mentioned earlier, the first three components listed in the table above are responsible for the pozzolanic properties. As can be seen from the table, for the first three grades, the amount of reactive SiO₂ is less than 25 wt.% (according to standard EN 450-1 should be at least 25 wt.%). If one wants to compare the values with the requirements of standard EN 450-1 with fly ashes, the sum of the three components SiO₂, Al₂O₃ and Fe₂O₃ must be at least 70 wt.-%. In this case, the values are significantly lower. The values of reactive calcium oxide CaO should not exceed 10 wt..% The criterion was only met in electoral filter ashes Nr. 1. In accordance with DIN EN 197-1, wood ash with CaO > 10 wt.% can be used as the main constituent for the fly ash cements CEM II/A-W or CEM II/B-W.
However, to confirm the evidence, the strength tests (compressive strength) on normal concrete (2300 kg/m$^3$) with the water-cement value 0.4 were carried out and showed that despite much lower values of SiO$_2$, Al$_2$O$_3$ and Fe$_2$O$_3$, the wood ashes have reached almost the same strengths as the fly ashes. This leads to an important result, that the wood ashes must not be compared literally with the fly ashes standard EN 450-1.

A reference concrete with a water-cement value of 0.4 was produced, consisting only of cement CEM I 42.5 N, aggregate and water. Afterwards the cement quantity was replaced by 25 wt.% each with fly and wood ashes from electrostatic precipitators (No. 1 and 2 in Table 3). The compressive strength was verified in accordance with the DIN EN 206-1/DIN 1045-2 standard on test specimens aged 28 days.

![Compressive strength normal concrete](image)

Fig. 3 Composition of compressive strength on concrete with wood and fly ashes [own research results].

The heavy metals in concrete can have unexpected consequences. German Institute forStructual Engineering has prescribed the limit values for fly ashes on heavy metals. The limits must meet the requirements of the Principles for the Assessment of the Effects of Construction Products on Soil and Groundwater in the currently valid version with regard to environmental compatibility. [7]

Table 4 Permissible heavy metal content on volatility of Construction Products on Soil and Groundwater ashes according to German Institute for Structural Engineering [7]

<table>
<thead>
<tr>
<th>Element [ mg/kg TS ]</th>
<th>Limit values [mg/kg TS]</th>
<th>Analysis procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CadmiumCd</td>
<td>10</td>
<td>DIN EN ISO 5961, DIN EN ISO 11885</td>
</tr>
<tr>
<td>CopperCu</td>
<td>600</td>
<td>DIN 38406-7, DIN EN ISO 11885</td>
</tr>
<tr>
<td>NickelNi</td>
<td>600</td>
<td>DIN 38406-11, DIN EN SO 11885</td>
</tr>
<tr>
<td>MercuryHg</td>
<td>10</td>
<td>DIN EN 1483</td>
</tr>
<tr>
<td>ZincZn</td>
<td>1500</td>
<td>DIN 38406-8, DIN EN ISO 11885</td>
</tr>
</tbody>
</table>
Table 5 Heavy metal content in investigated wood and fly ashes. [own research results].

<table>
<thead>
<tr>
<th>Element</th>
<th>Symbol</th>
<th>Wood Ashes 1</th>
<th>Wood Ashes 2</th>
<th>Wood Ashes 3</th>
<th>Wood Ashes 4</th>
<th>Fly Ashes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antimony</td>
<td>Sb</td>
<td>&lt;1</td>
<td>52</td>
<td>&lt; 1</td>
<td>6,0</td>
<td>3,0</td>
</tr>
<tr>
<td>Arsenic</td>
<td>As</td>
<td>3,0</td>
<td>149</td>
<td>3,7</td>
<td>14,7</td>
<td>31,3</td>
</tr>
<tr>
<td>Cadmium</td>
<td>Cd</td>
<td>16,0</td>
<td>36,2</td>
<td>16,7</td>
<td>4,7</td>
<td>1,2</td>
</tr>
<tr>
<td>Copper</td>
<td>Cu</td>
<td>298,0</td>
<td>321,0</td>
<td>160,0</td>
<td>172,0</td>
<td>35,0</td>
</tr>
<tr>
<td>Molybdenum</td>
<td>Mo</td>
<td>&lt; 2,0</td>
<td>34,0</td>
<td>8,0</td>
<td>6,0</td>
<td>36,0</td>
</tr>
<tr>
<td>Nickel</td>
<td>Ni</td>
<td>47,0</td>
<td>34,0</td>
<td>67,0</td>
<td>35,0</td>
<td>43,0</td>
</tr>
<tr>
<td>Mercury</td>
<td>Hg</td>
<td>&lt; 0,07</td>
<td>0,43</td>
<td>&lt; 0,07</td>
<td>&lt; 0,07</td>
<td>0,10</td>
</tr>
<tr>
<td>Selenium</td>
<td>Se</td>
<td>&lt; 1,0</td>
<td>9,0</td>
<td>&lt; 1,0</td>
<td>1,0</td>
<td>14,0</td>
</tr>
<tr>
<td>Thallium</td>
<td>Tl</td>
<td>&lt; 0,2</td>
<td>6,9</td>
<td>0,8</td>
<td>&lt; 0,2</td>
<td>1,6</td>
</tr>
<tr>
<td>Zinc</td>
<td>Zn</td>
<td>1840</td>
<td>8970</td>
<td>666,0</td>
<td>722,0</td>
<td>118,0</td>
</tr>
</tbody>
</table>

A detailed analysis was carried out for fly ashes and the same for all wood ashes types as in table 3. The results are listed in Table 5. There are currently no requirements for heavy metals in wood ashes in concrete, so they will be compared to fly ashes.

As can be seen from the analysis, the amounts of zinc and copper in wood ashes differ significantly from the values for fly ashes. In the next investigations will be the influence of heavy metals on the concrete properties of hardened concrete determined. Since the pH-value of the concrete must remain alkaline to ensure corrosion protection of the steel, a few mixtures were made for each type of wood ashes and the pH-values of the fresh and hardened concrete were investigated. In both fresh and hardened concrete, all the values showed alkaline environment. The result is clear, the wood ashes despite increased amounts of heavy metals does not lower the pH of the concrete.

Fig. 3 Determination of the pH value on hardened concrete with the wood ashes No. 2, Table 5. Phenolphthalein as Indicator [own research results].
3. Economic aspects and goals

Survey was carried out with many construction companies and this confirmed that companies have a great interest in this material. A positive signal comes from the industry. First investigations and results which have been done, showed, that there is a huge potential in the wood ashes from electric and cyclone filter. But there's still so much to do. The replacement of at least 20 % of the amount of cement in every cubic meter of concrete with other components like wood ashes and at the same time maintain the strength of the concrete, will be an enormous successes worldwide. The cement plants can't be closed, they can only produce less cement and therefore the CO₂ emission is possible to decrease. This is the most simple, feasible and rational solution.

4 References
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Abstract
The purpose of this paper is to perform an advanced comparative analysis between a structure of reinforced concrete frames, a structure made of cast in site concrete, respectively in the version of precast concrete. Following the analysis, it is desired to observe the plasticization phenomenon of the frame node made in the two constructive variants, respectively, an analysis of the rigidities. The study of the node plasticization phenomenon, respectively the rigidity analysis, will be performed by a nonlinear analysis, by simulating the beam-column node with finite elements of “3d-solid” type with the help of a specialized finite element analysis computer software.

Key words: plastic articulation, mechanical beam-column joints, ductility, earthquake resistance, rigid knots, nonlinear numerical analysis.

1. Paper overview

For the case study, it is proposed to analyse a structure of reinforced concrete frames office building, with the ground floor plus 8 floors height regime. The proposed building has a regular shape in plan and elevation, with 3 spam of 6 m transversely and 3 bspam of 6 m longitudinally. The total height of the structure is 36.80 m.

The construction is located in a seismic area, with the peak ground acceleration pga = 0.25g.

The structure analysis will be done for two variants of a technical solution, the first one being a structure of monolithic reinforced concrete frames, and the second one being a structure of prefabricated reinforced concrete frames. For the joints between the linear prefabricated elements as of beam-column type, column-column respectively, it is proposed a mechanical joints on site with high strength bolts, so as to finally obtain rigid nodes, equivalent in behavior with the concrete nodes of monolithic structures.

The modeling and nonlinear analysis of the frame node is performed using a specialized computer software. The final analysis model results from the use of 3D elements, defined as “Deformable” type elements and as “Solid” type elements in the case of concrete and metal plates, as “Wire” type elements in the case of reinforcement rods and stirrups respectively. For the correct application of the concentrated load, at the end of the beam section, the option "Rigid Body" was used to link the point of application of the force to the beam section and thus avoid the occurrence of stress concentrations and the premature failure of the beam. The applied force is of the "Concentrated force" type defined as "Amplitude".

The connection between the reinforcement bars and the concrete is made using the "Embedded region" option, the connection between the prefabricated elements and the embedded metal plates is made using the "Tie" option, a connection that does not allow relative slips and rotations between the connected surfaces. Between the beam and the prefabricated column, where we have only contact, the option "Surface-to-surface contact (Standard)" is used.
The reinforcement used for the models is B500C, and the concrete class C25/30. The reinforcement of the elements will be done according to the following details:

Figure: 1.a – Column and beam reinforcement section monolite variant

Figure: 1.b – Column and beam reinforcement section precast variant

Figure: 1.c – 3D view of the reinforcement prefabricated node

The analysed frame nodes were considered as central nodes, located at the base of the structure at an elevation of + 4.50 m. The following pictures show schematically the analysed specimens, respectively the static scheme and the way in which the loads are applied.
Figure: 1.d – 3D view of the proposed nodes for analysis

Figure: 1.e – 3D view of the proposed nodes for analysis
According to the figures above, for the analysis of specimens, the static scheme is considered as follows: at the base of the column and at the top, the fixation is pinned type, meaning the translations are blocked and the rotations in the node plane are unblocked.

The application of the loads is done by forced movements at the top of the console, the loading regime is an alternating cyclic one. The application of the alternating loads will be done according to the graph below.

The reason for modeling and analysing a monolithic node or a prefabricated node is to have a benchmark against which to make a comparison of the structural performance of the two systems, as a standard and for which there are specifications and clear calculation rules.
For the analysis of the nodes it is necessary to discretize the component elements into finite elements. On the mesh images of the elements it can be seen that near the contact area between the prefabricated beam and the prefabricated pillar, respectively for all the embedded metal elements, there is a dense network that has the role of making the correct connection between the different sections and materials that make up the calculation model. Due to the high level of complexity of the modelled assemblies, especially in the case of the prefabricated node, the mesh for the concrete elements is 50x50mm in size, to reduce the analysis time.

Figure: 4 - Spatial view of the frame nodes analysed with the corresponding mesh of each element

Figure: 5.b - Spatial view of the metal elements embedded with the mesh for each element

Below are some suggestive images in which the state of tensions can be seen, both for the concrete elements and for the metal parts embedded in the concrete or for the steel-concrete bars, as a result of the cyclic stresses to which the specimens are subjected.
The result obtained from the numerical analysis, for the precast model, regarding the absolute displacement at the top and the horizontal level force can be seen in the following graphs.
2. Conclusions

Following the numerical analysis, it can be seen that the models show quite accurately the behavior of the node subjected to a cyclic load and estimate correctly enough the limit load of the beam.

In the case of the prefabricated node, stress concentrations, in particular compression, are observed at the interface between the beam and the column or at the interface between the beam and that metal console. These concentrations are also the reason why it was proposed to place those metal consoles embedded on the end of the beam and at the front of the column on the contact area between the two elements.

The prefabricated node has a load-bearing capacity and a rotational capacity similar to that of the monolithic node, which is also the standard against which the comparison is made in terms of the behavior of the prefabricated node.

As can be seen from the analysis of the hysteresis curves, the cyclic response of the node is quite stable, which allows a large number of dissipative cycles before the loss of load-bearing capacity.
This article presents in particular the results obtained for the precast node, referring to the monolithic node. Following that in the future a comparison will be made between the results obtained for the precast node and the cast in site node. The analysis of the two constructive variants of structure in reinforced concrete frames is only at the beginning.
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Abstract
In the last decades, an increasing demand for renewable energy has been stimulating the development of more fatigue resistant wind turbines that can be exposed to millions of load cycles. Bond degradation caused by this high number of load cycles needs to be examined to guarantee the durability and safety of these structures. In this paper, experimental investigations of the bond behavior between high-strength concrete and steel reinforcement under monotonic and high-cycle fatigue loading are presented. In contrast to the pull-out test prevailing in literature, here a push-in compressive loading is applied. Therefore, a modified beam-end test specimen is used. Bond length, concrete strength as well as bar diameter are varied in the presented test program that consisted of 44 beam-end test specimens. The bond strength obtained from the push-in tests for bond length 2.5ds is comparable with the pull-out bond strength values. The results provide the basis for a detailed analysis of the effect of the splitting cracks on the growth of slip in the fatigue tests. Push-through and combined push-through × splitting failure modes have been observed in the experimental program.

1 Introduction
The subject of bond fatigue in reinforced concrete structures has been attracting more attention in recent decades. This is because of the desire to utilize high-strength concrete in building resource-efficient, lightweight, high-strength and durable structures that are exposed to millions of load cycles such as wind turbines. At the same time, sufficiently sound description of the behavior of bond between high-strength concrete and steel reinforcement under fatigue loading is still missing in the literature.

One of the most prominent research efforts in this field is the test program carried out by [1]. A total number of 308 cylindrical pull-out specimens were tested with cyclic loading up to 1 million load cycles and with varied concrete strength up to cubic compression strength of 48 MPa. Other bond repeated loading tests were performed by [2], [3], [4]. Recent studies were performed also in [5], [6], [7]. Investigations focusing on the effect of the transverse tension on the bond behavior under cyclic loading have been reported by [8], [9].

All these studies used the normal-strength concrete matrix with compressive strength of up to 60 MPa. The behavior of bond between high-strength concrete and steel reinforcement under monotonic loading were studied experimentally by many authors e.g. [10], [11], [12], [13]. However, scarce research has been conducted for the case of cyclic loading. Moreover, to the knowledge of the authors no bond strength studies have been conducted elsewhere using a push-in test setup with high-cycle compressive loading. Therefore, it was necessary to characterize the bond between high-strength concrete and steel reinforcement under these loading and setup conditions.

2 Experimental program

2.1 Material properties

2.1.1 Concrete
Two different high-strength concrete classes were used in the tests. According to EuroCode 2 [14], these are the C80/95 and C100/115. However, in this paper they will be referred to as C80 and C120, respectively, depending on a convention among the partners of the collaborative research project.
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WinConFat focused on the fatigue behavior of wind turbine towers. The properties of the concrete mixtures for the two concrete types are summarized in Table 1. Batches with up to 9 beam-end specimens were casted at once to ensure similar concrete properties. In addition, material tests were performed with each batch to evaluate the development of the compressive strength and the Young’s modulus along the period of experimenting. For that purpose, cylinders with a diameter of 150 mm and a height of 300 mm and cubes with an edge length of 150 mm were produced according to [15] and were stored in the laboratory with similar conditions to the beam-end specimens.

The average of the tested cylindrical compressive strength after 28 days was 84.2 MPa and 107 MPa for concrete C80 and C120, respectively. The average of Young’s Modulus for concrete C80 was 37827.9 MPa and a value of 50033.6 MPa was obtained for concrete C120.

Table 1 Properties of the used concrete.

<table>
<thead>
<tr>
<th>Concrete grade</th>
<th>Cement</th>
<th>W/C</th>
<th>Aggregate type</th>
<th>Maximum grain size</th>
</tr>
</thead>
<tbody>
<tr>
<td>C80</td>
<td>CEM I 52,5 R</td>
<td>0,47</td>
<td>50% limestone, 50% quartz</td>
<td>16 mm</td>
</tr>
<tr>
<td>C120</td>
<td>CEM I 52,5 R</td>
<td>0,35</td>
<td>quartz</td>
<td>16 mm</td>
</tr>
</tbody>
</table>

2.1.2 Steel

Hot rolled highly ductile deformed bars of the class B500B [16] with yield strength $f_y = 500$ MPa and two different bar diameters of 16 mm and 25 mm were used. The steel bars are shown in Fig. 1.

![Steel bars](image)

Fig. 1 Steel bars used in the tests

2.2 Test set-up

The most common test setup for characterization of the bond behavior is the RILEM pull-out test [17]. In this test, a steel rebar is centrally positioned in a cubic concrete specimen and is exposed to the pull-out load. However, the results obtained from this test lead to overestimated bond strength because of the compressive stresses around the bond zone which originate from reaction forces on the supported surface of the cube. Moreover, the effect of splitting cracks along the bonded zone cannot be studied due to the inevitably large concrete cover. Another, more recent standardized test method for bond strength characterization is provided by the ASTM beam-end test [18]. The placement of supports and loading in this method corresponds better with the stress state in the tensile reinforcement of a RC beam and eliminates the undesired compressive stresses along the bond zone Fig.2.

![Comparison of compressive stresses flow](image)

Fig. 2 Comparison of compressive stresses flow between beam-end test and RILEM test

Bond behavior between high strength concrete and steel reinforcement under high cycle fatigue push-in loading
It is to be mentioned that the bond behavior of rebars under compressive loading in RC elements accompanies an additional resistance mechanism stemming from the concrete cone breakout initiated at the tip of the rebar under compression. The full representation for this combined behaviour is not in the scope of the current test program which is primarily focused on bond behavior under the push-in condition.

For the reasons mentioned above, the beam-end test was chosen for the bond experiments presented here. However, multiple modifications have been conducted on the standard test specimen. First, the dimensions of the specimen were selected to be relative to bar diameter $d_s$ ($L \times W \times H = 20d_s \times 8d_s \times 14d_s$) according to [9] in order to have comparable specimens for the two different diameters Fig. 3 (a). Second, due to the push-in loading that should be applied, a wide recess was introduced to reduce the length of the bar in the loaded end zone, and hence to avoid buckling of the steel bar with. At the same time, the flow of compressive stresses was kept outside of the studied bond zone Fig. 2. Third, to have a realistic bond behavior similar to practical situations and to restrict splitting cracks, two stirrups were used along the bonded length for the tests with 2.5 $d_s$ bond length and four were used for tests with bond length of 5 $d_s$. Finally, three longitudinal bars were arranged on each side of the specimen to restrict the transversal cracks emerging due to the introduced recess Fig. 3 (b).

Two LVDTs (Linear variable differential transformers) were used to record the slip on the loaded and unloaded ends of the steel bar. In addition, one LVDT was mounted on the specimen surface over the bond zone to record the width of the longitudinal crack (splitting crack) along the bond and another one was mounted on the side of the specimen to record the width of the transversal crack Fig. 3 (b).

Fig. 3  
(a) Sketch of the modified beam-end specimen with the dimensions and reinforcement details; 
(b) the setup of the 4 LVDTs with cracks positions

2.3 Loading scenarios

For the monotonic tests, a displacement-controlled loading with a rate of 1.0 mm/min was applied until reaching a predefined displacement at the unloaded end (8 to 12 mm). The value of the ultimate push-in load $F_u$ obtained from the monotonic test was then used to define the limit values for the fatigue tests which were force-controlled. The cyclic tests were applied with a constant lower and upper load levels until fatigue failure. Loading frequency of 5Hz or 10Hz was used with upper load levels ranging between $S_{\text{max}} = 0.7$ and $S_{\text{max}} = 0.85$ and lower load levels between $S_{\text{min}} = 0.2$ and $S_{\text{min}} = 0.4$. If 10 million cycles were reached without having a fatigue failure, the specimen was loaded monotonically until failure.

3 Experimental results and discussion

3.1 Monotonic tests

In total, 29 monotonic tests were conducted in this test program. A summary of the results of these tests with statistical evaluation is presented in Table 3. The observed failure mode for all monotonic tests can be classified as a push-through × splitting failure mode.
The average of the ultimate push-in force for each set of tests is provided in addition to the respective bond strength supposing a constant stress distribution along the bond zone. The coefficient of variation (CoV) demonstrates the scattering of the ultimate force values. By comparing the CoV for C80 tests with a diameter of 16 mm and bond of 2.5 ds with the bond length 5 ds, it is to be noticed that the scatter of results is larger for shorter bond lengths from the same bar diameter. Also, the results of the C80 concrete show larger scatter in comparison with the values of the concrete C120.

The emergence of the splitting crack is vital for the interpretation of the failure process as it signifies the transition from a bond resistance mechanism controlled by the adhesion, mechanical friction and interlocking between steel ribs and concrete to a more complex tri-axial mechanism affected by the thickness of the concrete cover and the hoop stresses evolving around the bond zone. The force $F_{\text{crack}}$ corresponding to the initialization of the splitting crack is provided in Table 3 in addition to the ratio $F_{\text{crack}}/F_u$. The slip measured at the unloaded end when the ultimate force $F_u$ is reached is also provided and denoted as $w(F_u)$.

### Table 3 Results and statistical evaluation of the monotonic tests (LS1).

<table>
<thead>
<tr>
<th>Tests</th>
<th>Concrete</th>
<th>ds</th>
<th>Lb</th>
<th>Num. tests</th>
<th>$F_u$ [kN]</th>
<th>$\tau_u$ [MPa]</th>
<th>CoV [%]</th>
<th>$F_{\text{crack}}$ [kN]</th>
<th>$F_{\text{crack}}/F_u$</th>
<th>$w(F_u)$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1 to T9</td>
<td>C80</td>
<td>2.5 ds</td>
<td>9</td>
<td>58.69</td>
<td>29.19</td>
<td>11.0</td>
<td>52.94</td>
<td>0.90</td>
<td>0.215</td>
<td></td>
</tr>
<tr>
<td>T10 to T15</td>
<td></td>
<td>5 ds</td>
<td>6</td>
<td>95.22</td>
<td>23.68</td>
<td>6.7</td>
<td>76.58</td>
<td>0.80</td>
<td>0.314</td>
<td></td>
</tr>
<tr>
<td>T16 to T19</td>
<td></td>
<td>2.5 ds</td>
<td>4</td>
<td>116.24</td>
<td>25.82</td>
<td>8.6</td>
<td>95.39</td>
<td>0.82</td>
<td>0.542</td>
<td></td>
</tr>
<tr>
<td>T28 to T33</td>
<td>C120</td>
<td>2.5 ds</td>
<td>6</td>
<td>72.30</td>
<td>35.96</td>
<td>5.2</td>
<td>67.18</td>
<td>0.93</td>
<td>0.202</td>
<td></td>
</tr>
<tr>
<td>T34 to T37</td>
<td></td>
<td>2.5 ds</td>
<td>4</td>
<td>167.58</td>
<td>34.14</td>
<td>7.2</td>
<td>158.95</td>
<td>0.95</td>
<td>0.157</td>
<td></td>
</tr>
</tbody>
</table>

The load-displacement curves measured at the loaded and unloaded ends are plotted in Figs. 4(a-c) for five different tests including all the investigated parameter combinations. The curves show a good match between the loaded and unloaded end response curves. Therefore, our assumption of a constant stress distribution in bond zone is valid and the measurements of the unloaded end will be adapted for all subsequent graphs in the paper. It is to be mentioned that despite the multiple precautions to avoid bar buckling in the force introduction zone, a small bending has occurred in some tests causing negative LVDT values at the pre-peak branch of the loaded end curves as shown in Fig. 4(a).

The push-in curves of the unloaded end for all monotonic tests are provided in Figs. 4(d-f). The development of the splitting cracks is illustrated in terms of slip versus crack width curves, plotted together with the corresponding push-in curves up to the slip level of 2 mm Figs. 4(g-i). These diagrams demonstrate the degradation of bond stiffness after the initiation of the splitting crack. This state is marked by an unfilled circle corresponding to the force $F_{\text{crack}}$. The force continues increasing with the reduced bond stiffness up to the ultimate value $F_u$, followed by the deterioration of the bond resistance with a rapid growth of the splitting crack opening until the termination of the experiment.

According to the FIB Model Code 2010[19], the bond strength of normal-strength concrete with pull-out failure can be calculated as a function of the concrete compressive strength as

$$\tau_u = 2.5 \cdot \sqrt{f_{cm,\text{cyl}}}$$  \hspace{1cm} (1)

where $f_{cm,\text{cyl}}$ is the cylindrical compressive strength of concrete. Another, more complex expression for $\tau_{u,\text{split}}$ was also given in [19], which takes the confining conditions and the effect of concrete cover into account. For the case of high-strength concrete a formula was proposed in [20] as

$$\tau_u = 0.45 \cdot f_{cm,\text{cyl}}$$  \hspace{1cm} (2)

In Fig. 5(a), each measured value of bond strength is plotted against the corresponding cylindrical concrete strength obtained from the accompanying material tests. For comparison, the graphs from
Model Code 2010 and [20] are also displayed. The results show that the formulas in the Model Code underestimate the bond strength values. For the constraining level and the configuration that we used in this test campaign, a ratio of 0.32 is obtained between the bond strength and the cylindrical concrete strength \( \tau_u = 0.32 \cdot f_{cm,cyl} \). The bond strength values normalized w.r.t. the concrete strength are shown in Fig. 5(b). The effect of rebar diameter on the bond strength is represented in Fig. 5(c). The values suggest that larger bar diameters lead to smaller effective bond strengths.

![Fig. 4](image)

**Fig. 4** Results of the monotonic tests; a-c) push-in curves for loaded and unloaded ends; d-f) push-in curves on the unloaded end for all monotonic tests; g-i) development of splitting cracks.

### 3.2 Fatigue tests

The total number of obtained cycles for each fatigue test is summarized in Table 3 together with the observed failure modes and upper and lower loading levels \( S_{\text{max}} \) and \( S_{\text{min}} \). The tests T26 and T27 were terminated after achieving more than 10 million cycles without failure. In contrast to the push-through × splitting failure mode, a pure push-through mode means that no splitting crack developed in the respective specimen. A pure splitting failure is not relevant here as this type of failure implies that no confining reinforcement were used. However, in our case two stirrups were used in the bond zone of every test to restrict the growth of the splitting cracks as mentioned earlier Fig. 3.
Fig. 5 Comparisons for bond strength values obtained in the monotonic tests; a) effect of the concrete grade on the bond strength; b) normalized bond strength with respect to the concrete compressive strength; c) effect of the rebar diameter on the bond strength.

Table 3 Summary of the fatigue tests (Lb = 2.5 ds).

<table>
<thead>
<tr>
<th>Tests</th>
<th>Concrete</th>
<th>ds [mm]</th>
<th>S_{max}</th>
<th>S_{min}</th>
<th>Cycles Number</th>
<th>Number</th>
<th>Failure mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>T20 / T21</td>
<td>C80</td>
<td>16</td>
<td>0.8</td>
<td>0.4</td>
<td>20,388/8,345</td>
<td>8,345</td>
<td>push-through × splitting</td>
</tr>
<tr>
<td>T22 / T23</td>
<td>C80</td>
<td>16</td>
<td>0.75</td>
<td>0.4</td>
<td>993 / 21,525</td>
<td>21,525</td>
<td>push-through × splitting</td>
</tr>
<tr>
<td>T24 / T25</td>
<td>C80</td>
<td>16</td>
<td>0.7</td>
<td>0.4</td>
<td>7,254 / 23,033</td>
<td>23,033</td>
<td>push-through × splitting</td>
</tr>
<tr>
<td>T26 / T27</td>
<td>C120</td>
<td>25</td>
<td>0.75</td>
<td>0.4</td>
<td>10,879,726* / 12,459,245*</td>
<td>12,459,245*</td>
<td>no fatigue failure</td>
</tr>
<tr>
<td>T38/T39/T40</td>
<td>C120</td>
<td>16</td>
<td>0.75</td>
<td>0.2</td>
<td>1,185,480 / 235 / 3,147</td>
<td>3,147</td>
<td>push-through</td>
</tr>
<tr>
<td>T41/T42/T43</td>
<td>C120</td>
<td>16</td>
<td>0.85</td>
<td>0.2</td>
<td>2,110 / 1,521,020 / 39,435</td>
<td>39,435</td>
<td>push-through × splitting</td>
</tr>
<tr>
<td>T44</td>
<td>C120</td>
<td>16</td>
<td>0.85</td>
<td>0.2</td>
<td>245</td>
<td></td>
<td>push-through</td>
</tr>
</tbody>
</table>

The fatigue creep curves representing the growing push-in slip during the cyclic loading process for one test for each combination of varied parameters are illustrated in Figs. 6(a, b, d, e, g) with the corresponding splitting crack development. An accelerated slip growth is observed for cycles following the initialization of the splitting crack. The diagrams demonstrate that the higher the upper loading limit $S_{\text{max}}$, the earlier the splitting crack appears. Moreover, comparing the results of the concrete C120 and the concrete C80 one can conclude that the crack emerged much earlier in the C80 results for the same upper load levels. This explains the pure push-through failure of the C120 tests with an upper load limit $S_{\text{max}} = 0.75$ as in the case of Fig. 6(a) where no splitting crack has been detected.

Figs. 6(c, h) compare the fatigue lifetimes obtained from all cyclic tests with the Wöhler curves available in the literature. The scatter of the results is in the usual range observed in bond fatigue experiments. Taking into consideration the difference between our lower load level $S_{\text{min}}$ and the lower load level of the presented Wöhler curves, these curves proposed in [1] show some overestimation of the fatigue lifetime for the tests of the concrete C80, and on the other hand, it relatively underestimates the lifetimes obtained from concrete C120.

4 Conclusions

The presented campaign of beam-end tests under push-in loading is a part of a larger campaign that includes C120, C80 and C40 concrete classes aimed at the characterization of the bond behavior between steel and concrete under high-cycle fatigue loading. Results for monotonic and fatigue tests conducted so far are introduced and discussed. As a result, following conclusions can be derived:

- The formulas for the calculation of bond strength suggested in the FIB Model Code 2010 underestimate the actual bond strength between high-strength concrete and the deformed steel rebars subjected to push-in loading. According to the configuration and confining
The failure mode observed in the conducted beam-end tests was a combined push-through × splitting failure in all monotonic tests and in most of the fatigue tests. However, some fatigue tests failed with a pure push-through failure without splitting cracks.

- Splitting cracks have a direct impact on the bond fatigue behavior and they accelerate the bond fatigue failure. This effect increases with the increase of the subcritical load level.

**Fig. 6** Bond behavior under fatigue loading; a-b) fatigue creep curve with corresponding crack development c) comparison of the results for C120 with Wöhler curves; d-f) fatigue creep curves with corresponding crack opening evolutions g) fatigue creep curve with corresponding crack opening for C80 and diameter ds = 25mm with $S_{\text{max}} = 0.75$; h) comparison of C80 results with Wöhler curves
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Abstract

The tensile behaviour of Ultra-High Performance Fibre Reinforced Cementitious Composites (UHPFRC) is decisive in many structural applications. A non-destructive test method (NDT) based on the magnetic properties of the steel fibres is used to determine suitable fibre content and orientation parameters. These parameters are employed in a constitutive model providing the corresponding directional dependent tensile response, which varies throughout the structure. This information is then provided to the mechanical model of the beams used to simulate the four point bending tests (FPBT). The resulting numerical $F\delta$ curves and crack patterns are confronted with those from experimental tests with a good match being generally attained.

1 Introduction

UHPFRC has higher compressive and tensile strengths than conventional concrete due to the more compact cementitious matrix and the presence of high-strength steel fibres. Moreover, UHPFRC has a distinct and complex tensile behaviour that is decisive in the overall structural performance. A suitable characterization of tensile behaviour leads to a better assessment of the structural performance, allowing the design of safer, sustainable and economical structures.

The linear dependency between the post-cracking tensile strength ($f_{tu}$) and fibre structure parameter ($\lambda$), given by Eq. (1), has been found in previous works [1].

$$\lambda = \alpha_0 \alpha_1 V_f \frac{f_f}{d_f}$$

(1)

This parameter, $\lambda$, reflects the influence of fibre orientation ($\alpha_0$ is the fibre orientation factor), fibre efficiency ($\alpha_1$ is the fibre efficiency factor), fibre content ($V_f$ is the volumetric fibre fraction) and fibre shape ($f_f$ and $d_f$ are the fibre length and diameter, respectively).

More recently, studies have shown that not only $f_{tu}$, but also the strain at the onset of crack localization ($\lambda_{tu}$) and the limit of elasticity ($f_{ue}$) depend on $\lambda$ [2]. Those trends can be approximated by simplified functions, here called surrogate models, that are intended to be used for structural analysis [3].

The development of NDT based on the magnetic properties of steel fibres [4], [5] allows the estimation of fibre volume and orientation distribution required to find $\lambda$. This method is already being successfully used to study the effects of the uneven fibre distribution on the direct tensile response of the material [6]. In turn, $\lambda$ determined from NDT can be used in combination with surrogate models to estimate the tensile constitutive laws. Structural analysis considering the variability of fibre volume and orientation is scarce and should be performed and validated through experimental tests.

Therefore, this work proposes the aforementioned procedures to perform structural analysis considering the anisotropic tensile behaviour of UHPFRC in order to predict the real structural response. As a result, the numerical calculation should be able to provide the structural strength and ductility for a given structural geometry and load pattern.

First, a brief insight on the tensile behavior is given which leads to the tensile constitutive laws used in the numerical analysis. Secondly, the experimental programme is described with emphasis on the NDT and the FPBT on thin plates. Then, the numerical model to simulate the FPBT is presented as well as the strategy to implement variable tensile constitutive laws throughout the plates. Finally, numerical and experimental results are presented, compared, and discussed.
2 Tensile behaviour and modelling

The limit of elasticity \( f_{Ue} \) is related with the onset of cracking and to a clear change in the linear shape of the stress-strain response. It usually corresponds to the matrix cracking strength but, under certain conditions, fibres can delay the propagation of microcracks resulting in the gradual loss of stiffness until the first significant bent on the tensile diagram, which defines the notional cracking strength of the composite. The \( f_{Ue} \) provided by steel fibres can be lower or higher than \( f_{Ue} \). The first case leads to strain-softening response where fibres cannot resist the cracking load. Therefore, crack localization occurs when the first crack opens. The crack widens while the stress drops and fibres contribute to the fracture energy. When \( f_{Ue} \) is higher than the \( f_{Ue} \), fibres can still transfer increasing tensile loads to the matrix. That leads to a series of closely spaced microcracks sequentially formed without significant stress variation. If crack localization occurs during the multicracking (or microcrack formation) stage, the material is said to be a low strain-hardening material. Otherwise, if it shows a stabilized cracking pattern while the tensile stress increases, it is said to be a large strain-hardening material.

The proposed constitutive laws (Fig. 1) are a simplified representation of the abovementioned tensile behaviours and are intended for nonlinear structural analysis using smeared crack models or continuum damage models. In the case of strain-hardening UHPFRC a bilinear stress-strain relation is adopted to describe the pre-peak behaviour. The four parameters defining this relation are the Young’s Modulus \( E_U \), \( f_{Ue} \), \( f_{Um} \), and \( \varepsilon_{Um} \). In the case of strain-softening UHPFRC, it is assumed a constant stress of \( f_{Um} \) between \( \varepsilon_{Ue} \) and \( \varepsilon_{deb} = \omega_{deb} h \), where \( h \) is the crack bandwidth and \( \omega_{deb} \) is the crack opening marking onset of the pullout stage, according to model developed by Pfyl [7]. The same model was applied for the descending curve in both strain-softening and strain-hardening materials. The ultimate strain \( \varepsilon_{Um} = l_f/(2h_f) \) corresponds to an ultimate crack opening equal to half of the length of the longest fibre, \( l_f \).

![Fig. 1 General representation of material constitutive laws used for nonlinear numerical analysis: strain-softening behaviour (left); strain-hardening behaviour (right).](image)

The tensile constitutive laws are defined through the parameters provided by the surrogate models proposed in [3] and depicted in the Fig. 2. These surrogate models allow taking into account the directionally dependent values of \( f_{Ue}, f_{Um}, \) and \( \varepsilon_{Um} \) as a function of the directional variation of \( \lambda \). Basically, the surrogate models are simple equations that reproduce the trends that are either observed experimentally through a series of uniaxial tensile tests for a wide range of \( \lambda \) values [8], or simulated resorting to detailed meso-mechanical models of the composite [2]. The parameters which define the surrogate models should be calibrated for a given matrix composition and geometry of the fibres.

The parameter \( \lambda_1 \) sets the onset of strain-hardening behaviour. For values of \( \lambda \) higher than \( \lambda_1 \), the \( f_{Ue} \) was found to increase linearly with \( \lambda \). The domain between \( \lambda_1 \) and \( \lambda_2 \) corresponds to the multicracking process translated by the fast change of \( \varepsilon_{Um} \) for small changes of \( \lambda \). The \( \lambda_0 \) is simply the average of \( \lambda_1 \) and \( \lambda_2 \). The \( \lambda_2 \) sets the transition between the multicracking and crack saturation stage where the \( E_{Um} \) tends to stabilize in a constant value \( E_{lim} \). Up to \( \lambda_1 \) the stress marking the loss of linearity \( f_{Ue} \) is given by the matrix cracking strength \( f_{m} \). For higher values of \( \lambda \), \( f_{Ue} \) varies linearly with the increase of \( \lambda \). The relation of proportionality between \( f_{Um} \) and \( \lambda \) is defined by the bond stress between the fibres and the matrix \( \tau_f \). The remaining model parameters, \( a \) and \( k \), are adjusted to fit experimental observations.
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In this case, the model parameters used in the experimental campaign are presented in the Table 1. The elasticity modulus of the composite is $E_U = 45\text{GPa}$.

Table 1  Surrogate model parameters

<table>
<thead>
<tr>
<th>$e_{lim}$</th>
<th>$k$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_0$</th>
<th>$\tau_f$</th>
<th>$f_{t0}$</th>
<th>$a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.47%</td>
<td>30</td>
<td>0.55</td>
<td>0.8</td>
<td>0.675</td>
<td>11\text{MPa}</td>
<td>6\text{MPa}</td>
<td>6.5\text{MPa}</td>
</tr>
</tbody>
</table>

3  Experimental Programme

3.1  Mixture Composition

The average particle size of the cement CEM I 42.5R is 14.6µm. Limestone (LS) filler with 5.36µm and Silica Fume (SF) with particle size of 50 to 100 times smaller than cement particles are included. A super-plasticizer based on polycarboxylate ether is used to ensure the self-compacting properties. Steel fibres with different lengths, 9 and 12mm, were adopted. These are straight brass coated fibres with a diameter ($d_f$) of 0.175mm and a tensile strength of 2100\text{MPa}. The dosage of each constituent is indicated in the Table 2.

Table 2  Mixture Composition (kg/m$^3$)

<table>
<thead>
<tr>
<th>Cement</th>
<th>SF</th>
<th>LS</th>
<th>Aggregate</th>
<th>Water</th>
<th>Plasticizer</th>
<th>Steel Fibres ($l_f=9\text{mm}$)</th>
<th>Steel Fibres ($l_f=12\text{mm}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>794.90</td>
<td>79.49</td>
<td>311.43</td>
<td>940.99</td>
<td>153.76</td>
<td>22.20</td>
<td>117.75</td>
<td>117.75</td>
</tr>
</tbody>
</table>

3.2  Casting Method

The slab was casted from a constant pouring position as seen in the Fig. 3 (left). The vibrating table helped the flux of the fresh material. The tested plates were sawn from the thin slab according to the layout shown in the Fig. 3 (right). Due the viscosity of the fresh material the casting surface was rough, being difficult to ensure milimetric precision for the thickness of the plate.
3.3 Non Destructive Test

The surrogate models require the input of $\lambda$, which is defined in Eq. (1), so that constitutive law parameters can be obtained. The parameters related with fibres geometry, namely fibre length ($l_f$) and diameter ($d_f$), are constant and easy to characterize. Conversely, the orientation factor ($\alpha_0$), efficiency factor ($\alpha_1$), and fibre volumetric fraction ($V_f$) vary and are harder to determine. In the case of thin structural elements, both $\alpha_0$ and $V_f$ can be estimated using NDT, similar to what was done in [6]. The adopted NDT method is based on the measurement of the inductance of the magnetic circuit induced by U-shape ferrite inductor placed over the UHPFRC surface, as depicted in Fig. 4 (left). The inductance of the circuit can be correlated with magnetic permeability, $\mu_r$, of the composite, as shown in [4]. Given that the steel fibres are the only ferromagnetic phase of the composite, it was also shown that the local $V_f$ and $\alpha_0$ can be obtained from any two orthogonal measurements of $\mu_r$ [5]. The equations adopted for obtaining $V_f$ vary with the fibre geometry. The method provides information on the fibres located down to a depth of 40 to 50mm. Nevertheless, the structural element must be thin enough such that the variation of the fibre orientation in the thickness direction can be neglected throughout the structure. Therefore, the model might lose its validity for thicker plates.

The equation (2), suggested in [8], is used to obtain $\alpha_1$ directly from $\alpha_0$.

$$\alpha_1 = 1.686 \cdot \sqrt{\alpha_0} - 0.406 \leq 1$$

Considering the aforementioned, $\lambda$ can be estimated in every intersection of the 50x50mm grid throughout the thin slab. Fig. 4 (centre) shows a coloured map representing the $V_f$ distribution of the plate and the Fig. 4 (right) shows directions of preferential fibre orientation by means of ellipses whose geometry is based on the tensorial approximation of $\alpha_0$. On the one hand, three noncolinear inductance measurements in the same point are required to estimate a tensorial approximation of $\alpha_0$. On the other hand, two orthogonal inductance measurements are required to find $V_f$. For those reasons, three inductance measurements spaced out 45º were taken on every point of the 50x50mm grid.

3.4 Four Point Bending Test

The Four Point Bending Test (FPBT) was carried out according to NF P 18-470 [9]. The loading and bearing systems have the necessary hinges so that the plate is in isostatic conditions in both longitudinal and transversal directions (Fig. 5). The mid span deflection ($\delta$) is considered as being the average vertical displacement measured by the two linear variable differential transformers (LVDT) positioned at mid-span, one in each side of the plate. The LVDTs are vertically positioned at the geometric centre of the plate by means of stiff steel bars which are simply supported close to the supports and were the displacements are insignificant. The applied displacement rate was 0.25 mm/min.

$$\delta$$

---

**Fig. 4**  LCR meter and magnetic probe (left); Colored map representing $V_f$ (centre); Ellipse representation showing the maximum and minimum fibre orientation factors (right).

**Fig. 5**  Schematic representation of the Four Point Bending Test setup (mm)
A constant thickness \((h)\) was admitted in the numerical analysis of each beam. However, due to the rough surface resulting from the casting procedure, the thickness of each beam was determined so that the elastic bending stiffness matches that from the experimental curve. In the Table 2, are presented both thickness \((h)\) and width \((b)\) of each plate.

### Table 2 Thickness and width of the plates (mm)

<table>
<thead>
<tr>
<th>Plate</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>(h)</td>
<td>30.1</td>
<td>30.8</td>
<td>31.6</td>
<td>32.3</td>
<td>32.3</td>
<td>34.6</td>
<td>31.8</td>
<td>33.8</td>
<td>33.7</td>
</tr>
<tr>
<td>(b)</td>
<td>95</td>
<td>98</td>
<td>94</td>
<td>97</td>
<td>100</td>
<td>93</td>
<td>97</td>
<td>98</td>
<td>97</td>
</tr>
</tbody>
</table>

4 Numerical simulations

The numerical analysis was carried out in the software DIANA FEA 10.3 (Fig. 6). The finite element type chosen for the analysis were 1st order rectangular bricks. They comprise 8 nodes and a 2x2x2 integration scheme. A total strain model with rotating cracks was adopted. The compression curve was simply modelled with linear elastic behavior because the compressed top layer of the plate does not reach the compression nonlinear stage during the analysis. The crack bandwidth \((h_c)\) was defined according to the average distance between gaussian points in the longitudinal direction.

The constitutive laws depend on the values of \(\lambda\) which, in turn, varies over space and direction. Concerning the spatial variation, different blocks were created. The plan view of each block corresponds to the area of influence of each NDT measurement so that different constitutive laws could be assigned to them. Since the maximum tensile stresses occur in the longitudinal direction, transversal cracks are expected. For that reason, fibre structure parameters \(\lambda\) were estimated for the longitudinal direction of the plates which was then used to estimate the tensile constitutive laws. Moreover, the following properties were defined: \(E_U = 45\text{GPa}; \nu = 0.2, \rho = 25\text{kN/m}^3\). Each block was discretised along their depth into 10 finite elements.

The external load was applied with distributed forces along the width of the specimen and, since it is a statically determinate system, the reaction forces were modelled the same way. Auxiliary supports were properly placed to provide stability to the analysis. The self-weight was included in the analysis despite its insignificant influence. The nonlinear analysis was performed with load control. The load increment started with 0.5kN and then it was automatically adjusted by the arch-length method (updated normal plane). The modified Newton-Raphson method with line search was used for the solution method. The convergence criterion was defined by a force norm lower than 1%. Moreover, a stop criterion was defined to interrupt the analysis when the peak load was achieved, since the post-peak is essentially influenced by the softening behavior of the composite, which is not the focus of this study.

5 Results and discussion

The numerical and experimental results are compared in terms of load-deflection curves \((F-\delta)\) and the position of the crack localization, which governs the plate strength (Fig. 7). First, the plates go through an initial linear and elastic phase. The stiffness starts to decrease as the cracks start to arise in the bottom tensile surface of the plates. As the load increases, curvature grows and cracks propagate towards the top of the plate. Eventually, the bottom tensile layer gets into the tensile softening stage. However, flexural hardening behaviour is still possible, which allows increasing the load up to the bending strength of weakest cross-section.

A good match between experimental and numerical \(F-\delta\) is achieved in the Plates 1, 3 and 9. The numerical model slightly overestimates the peak load of the Plates 2, 4, 5 and 6. The deflection at peak
load is also slightly overestimated in the models of the Plates 2, 5 and 6. The position of the critical crack is well predicted by the models of the Plates 1, 3 and 5.

Besides the simplifications inherent to surrogate models and interpretation of NDT results, there are other possible reasons that might be influencing the quality of the analysis. A constant thickness plate is being assumed but there is variability related to the rough surface, as previously mentioned. This variability might lead to the reduction of strength of locally thinner cross-sections. Consequently, the position of crack localization might be governed by the thickness variability instead of the post-cracking strength. Moreover, the flexural capacity of thinner cross-sections might dictate the peak load and that might justify the general overestimation of the peak load given by the numerical model, mainly in the cases of the Plates 7 and 8. In addition, the analysis is built upon the assumption that fibres are uniformly distributed along the depth of the plates, which does not occur in reality. Still, the significant variability of the structural response of the different beams sawn from the same plate could be reproduced with reasonable agreement.

![Graphs showing load-deflection and crack localization for different plates](image-url)

Fig. 7 Load-deflection and crack localization of both FPBT and respective numerical simulation.

## Conclusions

A new method to perform structural analysis on UHPFRC structures is presented. The underlying tensile characterization process is based on the steel fibres orientation and content distribution, which can be estimated using NDT. The method is validated by means of experimental tests.
The proposed numerical method makes it possible to achieve similar trends in the structural response in terms of load-deflection, as those observed in the experimental tests of UHPFRC thin plates. The comparison between experimental and numerical results shows that the proposed method can be employed to perform improved assessments of post-cracking tensile behaviour provided by steel fibres on thin elements, without requiring destructive characterization tests.

In this work, a single $\lambda$ or tensile constitutive law is assigned to each point of the plate because the principal tensile direction, which dictates the crack opening direction, is known beforehand and is parallel to the plate longitudinal axis. In cases of more complex geometries and load patterns, crack opening directions are not known beforehand and a more general description of the anisotropic tensile response is required. In the next stages of this research, the anisotropy is going be characterized by the directional variation of $\lambda$ and implemented in a constitutive model for nonlinear structural analysis.
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Abstract
The present article addresses the structural optimization of partially and fully prestressed concrete bridge girders. For this purpose, an optimization-oriented dimensioning approach for prestressed concrete is proposed in accordance with the Eurocode 2 provisions, it combines all service and ultimate limit states verifications simultaneously. An optimization procedure, based on Genetic Algorithms, is conducted on a T-shaped section with heels, with the total cost as the objective function. The design variables are the cross-sectional dimensions, the steel reinforcement and the quantity and configuration of prestressing tendons. Numerical examples are implemented to demonstrate the performance and effectiveness of this method.

KEY WORDS: Partial prestressing, Pivot rule, T-shaped heels, Structural optimization, Genetic Algorithms

1 Introduction
Prestressed concrete (PC) has been widely adopted in the design of bridge decks, allowing significant savings in material weight. An engineer’s primary goal is to design an optimum structure that satisfies all performance requirements while minimizing the overall cost.

Many studies have proven the implementation of evolutionary algorithms into structural optimization, such as genetic algorithms, to be efficient for the resolution of non-linear complex problems. Marti [1] successfully applied the simulated annealing algorithm for the optimum design of PC precast bridges with double U-shaped cross sections. Aydin [2] minimized the cost of PC bridge I girders using a genetic algorithm and obtained a more economical solution than the real-life structure.

Given the complexity of the optimization problem involving several design variables and highly non-linear constraints, a suitable optimization-oriented approach for prestressed concrete design is not only effective but also indispensable to facilitate and simplify the optimization procedure, and the exploitation of results, as far as possible.

This paper deals with the structural optimization of partially and fully PC bridge T-shaped girder with heels, manipulating different span lengths. The design strategy developed for the design is outlined at first, and then the analysis is conducted as a single-objective optimization problem solved using genetic algorithms. Constraints to be satisfied include geometrical constraints and flexural verifications under service and ultimate limit states as per the Eurocode 2 provisions. The entire design and optimization procedure are coded on the computer program “scilab”. Numerical examples are presented to demonstrate the efficiency of the developed approach and the results are analyzed.

2 Design strategy
The idea of full prestressing is to maintain the concrete in a compressed state at service loading; the principle of partial prestressing came later on, allowing the decompression of concrete and a certain amount of cracking in the service state. The design theory presented herein, the pivot rule method, is a new developed approach for dimensioning fully and partially pre-stressed concrete sections. It is inspired from common engineering practice seeking to optimize the design, and it can easily be implemented in optimization algorithms.
The main advantage of this method is the coherent combination of all limit states verifications in one formula including a common condition in the Eurocode provisions called “formwork condition”. This condition results from the upper and lower fiber stress constraints, based on which the minimum needed concrete section to meet the serviceability requirements is deduced. It is commonly called “condition de coffrage” in French, translated as a “formwork condition”.

The proposed method also introduces the prestressing force P as a probable value varying between two limits. The permissible domain of P is found based on a pivot rule, similar to the one used in reinforced concrete, demonstrating the benefit of partial prestressing.

### 2.1 Conventional design method

The former concrete prestressing French code BPEL prescribed direct limitations on tensile/compressive stresses in extreme fibers of the concrete section under all service limit states. These restrictions were replaced in Eurocode 2 (EC) by limitations on crack width and on stresses in concrete and in active/passive reinforcement depending on the service limit state (quasi-permanent, frequent or characteristic).

Today in common practice, engineers try to avoid the numerous Eurocode verifications by adopting supplementary limitations similar to those specified in BPEL.

Each service limit state is characterized by the following moments and stress limitations:

- $M_{\text{min}}$ and $M_{\text{max}}$: minimum and maximum values of moment with $\Delta M$ being their difference
- and : concrete stresses on extreme concrete fibers
- and : stress limits at concrete top fiber under $M_{\text{min}}$ and $M_{\text{max}}$ respectively
- and : stress limits at concrete bottom fiber under $M_{\text{min}}$ and $M_{\text{max}}$ respectively

**Stress limitations**

**Formwork condition**

\[
\begin{align*}
(1) & \quad - \\
(2) & \quad -
\end{align*}
\]

For each service limit state, two values of P ($P_{\text{critical}}$ and $P_{\text{over-critical}}$) are computed with their corresponding eccentricities, and the final prestressing force is the highest value.

### 2.2 New pivot rule method

This approach considers P to be an external force acting on the concrete section. The crack width limitation is replaced by a limitation on the stress in passive reinforcement by a correlation according to EC.

In the case of a Tee section with heels where the width is considered to be linearly variable per segment, the mechanical properties can be obtained by successive integration based on the following equations, with area $A_h$, static moment $S_{h/x}$ and moment of inertia $I_{h/x}$:
The equilibrium equations of the bending moment and axial forces, expressed in terms of the mechanical properties of the section, result in the principle equation representing the basis of this approach.

\begin{equation}
\text{(6)}
\end{equation}

The stress limitation is a rupture line represented in the plane $\{P, M^*\}$, prior to the calculation of the cable eccentricity $e_o$. The neutral axis position is calculated in terms of the prestressed force $P$ by solving the following equation:

\begin{equation}
\text{(7)}
\end{equation}

The idea is to find the value of the eccentricity $e_o$ for which all service stress limitations are verified for all the applied external moments, taking into consideration the variation of the prestressing force. The actual applied state of stress is represented by a point in the plane $\{P, M^*\}$, and for the section to be verified, that point should be located inside the rupture line for all moment values between $M_{\text{min}}$ and $M_{\text{max}}$ and all force values between $P_{\text{min}}$ and $P_{\text{max}}$.

### 2.3 Fully prestressed/uncracked section

When the section is fully compressed, the mechanical properties are computed in the range $[0, h]$. The position of the neutral axis is found by solving the equation $f(x) = 0$. The well-known stress equations at extreme concrete fibers for a fully prestressed section are then found.

The permissible domain is drawn by expressing the main stress limitations in the plane $\{P, M^*\}$. It is delimited by 4 lines parallel to each other two by two, forming a parallelogram.

Moving along the contour line of the permissible domain, at each of the lines (d1) to (d4), one stress limitation is reached. At the intersection of two lines, two stress limitations are reached simultaneously. No stress limitation is reached inside the domain.

The known values of $P_{\text{min}}$ and $P_{\text{max}}$ can be obtained graphically, and are multiplied by the coefficients $\alpha_{\text{min}}$ and $\alpha_{\text{max}}$ for each limit state.

\begin{equation}
\text{(9)}
\end{equation}

At the top concrete fiber:

\begin{equation}
\text{(10)}
\end{equation}

At the bottom concrete fiber:

For a fixed value of the eccentricity $e_o$, the total moment defined as $M^*$ varies in terms of $P$:

\begin{equation}
\text{(11)}
\end{equation}

The permissible range for the variation of the prestressed force $P$ combining all service limit states:
### 2.4 Partially prestressed/cracked section

For an induced tensile stress less than the tensile stress limit, the full prestressing strategy applies. When this limit is exceeded, the section becomes cracked, the same expressions of the force $P$ and the total moment $M^*$ can be applied in terms of the neutral axis position.

Considering that the section is uncracked under $M_{min}$ (pivots 1 and 3) and cracked under $M_{max}$, the same value of $M^*_{min}$ is obtained, and $M^*_{max}$ is computed on three different segments.

- **Pivot 2a = pivot 2, uncracked section**

- **Pivot 2b, cracked section**

- **Pivot 4b, cracked section**

For $\psi$, pivot 4b is reached; otherwise, pivot 2b is reached.

The same principle as followed in the full prestressing still applies for the computation of the forces $P_{critical}$, $P_{over-critical}$ and $P_{max}$. These values are obtained by resolving a polynomial equation obtained from equation (9) with the following general form:

$$\text{It can be clearly seen that the extended part of the permissible domain in partial prestressing consists of two curves representing the pivots 2b and 4b.}\$$

A significant gain in the value of can be obtained in partial prestressing since the line (d4) representing pivot 4 is replaced by the curve 4b shifted further up.

---

**Fig. 3** Extension of the permissible domain in partial prestressing

---

### 2.5 Formwork condition

It is worth mentioning that for sections presenting a value of $v/v' < 1$, a gain in the formwork conditions between full and partial prestressing can certainly be obtained.

This condition is expressed independently from $P$ and $e_o$.

---

**Fig. 4** Formwork condition in full and partial prestressing
The formwork condition is evaluated, in full prestressing, based on the height of the parallelogram drawn in the plane $(\Delta M, P)$. The height shall be sufficient to cover the variations of the exterior moments $(M)$. The same principle applies to partial prestressing; with a gain in the maximum value of $\Delta M$ obtained based on the new equations of pivots $2b$ and $4b$.

### 2.6 Ultimate bending verification

For a given steel reinforcement ratio, the exact force $P_u$ needed corresponds to the value of $P$ for which the interaction diagram intersects with the line. The section is verified if the obtained force $P_u$ does not exceed the prestressing force $P$ calculated in service limit state.

For the construction of the permissible domain $(P, M)$, the values of the resultants $P$ and $M$ are calculated based. The section being divided in segments where the width is linearly variable, an integral $I_i$ is introduced and computed for each segment.

![Interaction diagram in ultimate limit state verification](image)

### 2.7 Shear verification in service limit state

The provisions of Annex QQ of EC [3] were applied for shear verification in the service limit state. At a distance “d” from the edge of the support, the following interaction equation needs to be verified:

$$ \begin{align*} \end{align*} $$

### 3 Optimization with a genetic algorithm

A genetic algorithm (GA) is an evolutionary optimization method inspired from Charles Darwin’s natural selection theory based on the concept of “survival of the fittest” [4].

#### 3.1 Penalty function

Since GAs are mainly used for resolution of unconstrained optimization problem, a penalty function is used to account for violated constraints. It is the absolute sum of normalized violated constraints:

$$ \begin{align*} \end{align*} $$

Where $n$ is the total number of constraints, and $p_i$ is the violation factor of the $i$th constraint.

### 4 Optimum design of a prestressed concrete beam

The optimization problem is formulated as:

\[
\begin{align*}
\text{Minimize} & \quad F \\
\text{Subject to} & \quad \text{subject to} \\
& \quad \text{objective function} \\
& \quad \text{set of constraints} \\
& \quad \text{design variables}
\end{align*}
\]

#### 4.1 Objective function

In this paper, the objective is to minimize the cost of the prestressed concrete beam calculated per linear meter. The penalized objective function is mathematically expressed as:

$$ \begin{align*} \end{align*} $$
where $C_c$, $C_s$, $C_p$ and $C_f$ are the respective unit costs of concrete, steel reinforcement, prestressing steel and formwork. $V_c$, $W_s$, $W_p$ and $P_{er}$ are the concrete volume, the weight of steel reinforcement, the weight of prestressing steel and the perimeter of the section respectively.

### 4.2 Design variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Variable type</th>
</tr>
</thead>
<tbody>
<tr>
<td>height of the beam</td>
<td>continuous</td>
<td></td>
</tr>
<tr>
<td>web width of the beam</td>
<td>continuous</td>
<td></td>
</tr>
<tr>
<td>heel width of the beam</td>
<td>continuous</td>
<td></td>
</tr>
<tr>
<td>heel height of the beam</td>
<td>continuous</td>
<td></td>
</tr>
<tr>
<td>bottom sloped height</td>
<td>continuous</td>
<td></td>
</tr>
<tr>
<td>number of steel reinforcement</td>
<td>discrete</td>
<td></td>
</tr>
<tr>
<td>bars</td>
<td></td>
<td></td>
</tr>
<tr>
<td>configuration of prestressing</td>
<td>discrete</td>
<td></td>
</tr>
<tr>
<td>tendons</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The heel of the section ensures the placement of the tendons with a minimum addition of concrete volume. For its dimensioning, a data table including all possible tendon configurations for 1 to 10 tendons is included in the program, see Figure 7.

![Typical cross-section of the beam](image1.png)

![Tendon configurations example](image2.png)

### 4.3 Constraints

Flexural constraints are defined as ratios between the applied solicitation (stress, shear, axial force) and the limit calculated as per the proposed approach.

<table>
<thead>
<tr>
<th>Geometrical constraints</th>
<th>Depth of beam section</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Width of web</td>
</tr>
<tr>
<td></td>
<td>Width of heel</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flexural constraints</th>
<th>Minimum prestressing force</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum prestressing force</td>
</tr>
<tr>
<td></td>
<td>Formwork condition</td>
</tr>
<tr>
<td></td>
<td>Ultimate bending check</td>
</tr>
<tr>
<td></td>
<td>Shear verification</td>
</tr>
</tbody>
</table>

Table 2 Constraints

---
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5  **Numerical example**

The structural optimization procedure presented above was applied to a prestressed concrete 3-lane road bridge with a 10m-wide deck, composed of three T-shaped girders with heels. The study was computed on the edge beam, which carries the most severe loading, following a transverse distribution of the induced loads as per Courbon’s method.

![Cross section of the studied bridge](image)

Table 3  Analysis input parameters and assumptions

<table>
<thead>
<tr>
<th>Geometric parameters</th>
<th>Loading assumptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam top flange width</td>
<td>Traffic model LM1</td>
</tr>
<tr>
<td>Beam top flange thickness</td>
<td>Concrete unit weight</td>
</tr>
<tr>
<td>Top inclination width</td>
<td>Dead loads</td>
</tr>
<tr>
<td>Top inclination thickness</td>
<td>Distributed live load</td>
</tr>
<tr>
<td>Deck slab thickness</td>
<td>Truck loads</td>
</tr>
<tr>
<td>Material properties</td>
<td>Unit cost of materials</td>
</tr>
<tr>
<td>Compressive strength</td>
<td>Concrete volume cost</td>
</tr>
<tr>
<td>Tensile strength of passive reinforcement</td>
<td>Steel reinforcement cost</td>
</tr>
<tr>
<td>Tensile strength of prestressing steel</td>
<td>Prestressing steel cost</td>
</tr>
<tr>
<td>Tendon type</td>
<td>Formwork cost</td>
</tr>
</tbody>
</table>

### 5.1 Analysis and Results

- A significant decrease in the prestressing force and the number of cables is shown in partial prestressing. For a span of \( m \), the prestressing force is reduced by \( \text{for a steel reinforcement ratio of } 0\% \) when considering the section as partially prestressed, and the formwork ratio decreases by 30%.

<table>
<thead>
<tr>
<th>Prestressing</th>
<th>0.60%</th>
<th>0.80%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full</td>
<td>14.95</td>
<td>15.10</td>
</tr>
<tr>
<td>Partial</td>
<td>10.92</td>
<td>9.04</td>
</tr>
<tr>
<td>%Ast</td>
<td>6.0%</td>
<td>4.0%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cables number</th>
<th>6</th>
<th>5</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area (m²)</td>
<td>1.02</td>
<td>0.97</td>
<td>1.04</td>
</tr>
</tbody>
</table>

Table 4  Optimization results in full and partial prestressing
Results of Figure 9 show that the decrease in the prestressing force reaches a reduction of 50% for an increase of the steel reinforcement ratio from 0.2% to 1.0%, for a span length of 25m.

In fully prestressed sections, passive reinforcement is usually added for the ultimate verification. Figure 10 shows a gradual decrease in the optimal beam depth with the increase of the steel reinforcement ratio, accompanied by an increase in P due to a lower value of the cable eccentricity, since the cables are placed above the passive reinforcement.

6 Cost sensitivity analysis—Effectiveness of the proposed method

The proposed analytical method for prestressed concrete design is not directly related to the genetic algorithms but was developed in a way to facilitate the incorporation of any optimization calculations.

The effectiveness of the GA optimization method is clearly shown in the performed cost sensitivity analysis. The assigned unit costs of the concrete volume and the cables are modified and the obtained optimum solutions are analyzed. Resulting optimum solutions are shown in the below charts.

We can conclude that the optimum solution is directly affected by the unit costs. As opposed to conventional design methods, where the dimensions and reinforcement cannot be easily optimized, the formulated objective function can be easily modified based on the designer’s objective (minimum cost, area, depth, …), and the proposed GA optimization method will lead to a relatively rapid and accurate conversion towards the desired optimum solution.

7 References
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Abstract
RC slabs can be subjected to transverse loads and in-plane tensile forces simultaneously, as it occurs in top slabs of continuous box girder bridges at intermediate supports, or in floor slabs supported on columns, due to skew in-plane compressions or imposed deformations as shrinkage. Tensile forces can reduce the punching capacity of the slabs, however, few studies have been carried out to quantify this effect. An experimental, numerical and theoretical investigation has been carried out, in which 5 1.65x1.65x0.12 m slabs have been tested under a point load and different degrees of unidirectional tensile force. Numerical predictions were made with FEA software ABAQUS and, from the theoretical point of view, the Compression Chord Capacity Model (CCCM) was extended to take into account the effect of in-plane tensile forces in the punching strength of the slabs. The experimental results showed that the ultimate punching load decreases linearly with the applied tensile force, and if that tensile force cracks the slabs, such reduction is higher. Results obtained with FEA and CCCM are in agreement with the observations made at the laboratory.

1 Introduction
The phenomenon of punching-shear has been extensively studied over the years, both theoretically and experimentally, but as far as the authors are aware, few studies have been carried out regarding punching-shear when there are tensile forces in the mid-plane of the slab [1]-[4]. Punching shear provisions included in the most frequently used design codes contemplate the effect of in-plane normal stresses in a different way. Model Code 2010 [5] formulation includes the load-rotation curves of the cross-section of the slabs, which are affected by in-plane normal stresses. ACI 318-14 [6] does not consider the effect of in-plane forces on the punching strength. However, ACI 349-06 [7] has a particular expression for the case of concrete slabs subjected to in-plane tensile stresses. Finally, EC-2 [8] includes the effect of axial stresses on punching shear by including the term $\frac{k_1}{\sigma_{cp}}$, but it does not differentiate between tension and compression, despite the response of concrete in one case or in the other is radically different.

RC slabs subjected to the simultaneous action of transverse concentrated loads and in-plane tensile forces can be found in continuous box girder bridges, at intermediate supports, where tensile stresses arise in top slab as result of hogging bending moments and may act together with a heavy vehicle load. Another common situation where this phenomenon takes place is on floor slabs supported on columns and subjected to a horizontal load, due to wind or earth pressure, on one of their sides. Skew compressions going from that side to the restraining columns of the opposite side may generate tensile stresses in the perpendicular direction, as can be seen in Fig. 1.

Fig. 1 Common situations where in-plane tensile stresses and a concentrate load may act together.
In this context, an experimental campaign has been carried out at the Laboratory of Technology of Structures and Materials of the Universitat Politècnica de Catalunya (UPC). The main objective of this program was to identify and quantify the effect of in plane tensile forces on the punching-shear strength of reinforced concrete slabs. On the other hand, it is intended to provide experimental results to contribute to extend the mechanically-based punching-shear resistance model “Compression Chord Capacity Model” (CCCM) [9], developed by some of the authors, to the case of in-plane tension.

From the 5 specimens tested, one was a control slab without in-plane forces (slab A0), whilst the other 4 slabs were subjected to different levels of tensile force. This article presents some results of the experimental campaign, such as load-displacement curves, crack patterns, and the decrement of the punching strength due to the tensile force applied. Experimental results have been compared with those obtained with the numerical simulations and the CCCM mechanical model.

2 Experimental campaign

2.1 Test specimens

A total of 5 slabs of 1650 x 1650 x 120 mm were cast at the laboratory. The dimensions of the slabs tested in the context of this experimental campaign are based on the punching-shear tests performed in [10]. The slabs were supported on 8 points placed at the vertices of a regular octagon, equidistant 765 mm from the point load’s vertical axis, applied on its center.

The specimens were subjected to tension in their plane, in only one direction, through 10 post-tensioning bars 25 mm in diameter and 600 mm in length, partially embedded in two opposite faces (5 bars on each side) (see Fig. 2). These bars were connected to the tensioning system to apply the tensile force to the slab. The value of the external tension applied during test is measured in relation to the tensile force producing the cracking of the slab’s cross section or $T_{cr} = A_c f_{ct}$, with $A_c$ being the composite concrete and steel area of the cross section and $f_{ct}$ the tensile concrete strength.

![Fig. 2 Position of the post-tensioning bars inside the specimens.](image)

The slabs were reinforced with two steel meshes arranged on the upper and lower faces. The tensile reinforcement ratio and effective depth of each slab are shown in Table 1. The punching load was transmitted to the slabs through a 145 x 145 x 30 mm steel plate located on its center. Due to the configuration of the experiment, all the slabs were tested face down with respect to their real position in a building, in which the reaction of the column goes upwards and the tensile reinforcement is arranged on the upper face.

<table>
<thead>
<tr>
<th>Parallel to tension</th>
<th>Perpendicular to tension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reinforcement area (mm²)</td>
<td>Reinforcement ratio</td>
</tr>
</tbody>
</table>

158 Structural analysis and design
To characterize the materials before the control slab (A0) test, standard compression (UNE-EN 12390-3), splitting (UNE-EN 12390-6) and elastic modulus (UNE-EN 12390-13) tests were performed. The age of the concrete at that time was 160 days. The results of which are shown in Table 2.

### Table 2 Mean values of material properties.

<table>
<thead>
<tr>
<th>Concrete</th>
<th>Steel</th>
</tr>
</thead>
<tbody>
<tr>
<td>fc (MPa)</td>
<td>fct (MPa)</td>
</tr>
<tr>
<td>37.0</td>
<td>3.3</td>
</tr>
</tbody>
</table>

#### 2.2 Test set up

Four of the five tested specimens were subjected to different levels of tension, whilst the control slab was tested un-tensioned. To apply the tensile force to the slabs, an auxiliary steel structure, whose plan dimensions were 2500 x 2840 mm was built. This structure consisted of a rectangular steel frame surrounding the slab (Fig. 3)

Fig. 3 Steel frame used to apply tensile force to the slabs

On one of the faces, a passive anchor for the tensioning bars was used, meanwhile bars were prestressed from the other end, with the help of hollow jacks connected to the protruding bars. The force applied to the slab was measured by a set of hollow load cells placed at both anchorages.

The steel structure was set at the appropriate height with the help of four height-adjustable supports designed for the experimental campaign and located under each of the four corners of the frame. For safety reasons, once the desired external force value was reached, the extension bars were anchored and the jacks were disconnected from them. The tensile force applied to the slabs in each test is presented in Table 3.

### Table 3 Values of tensile forces applied on each test

<table>
<thead>
<tr>
<th>Test #</th>
<th>T/T_cr at failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>0.44</td>
</tr>
<tr>
<td>3</td>
<td>0.69</td>
</tr>
<tr>
<td>4</td>
<td>1.02</td>
</tr>
<tr>
<td>5</td>
<td>1.26</td>
</tr>
</tbody>
</table>
To introduce the punching load, a hydraulic jack anchored in a loading frame, rigidly fixed to the floor slab, was used. Eight 120 x 120 mm load cells were placed at slab supports to measure the reactions, arranged in a circle centered with respect to the center of the loading frame. A piece of rubber was placed over each of the cells to allow free rotation in the supports. The 8 load cells were supported on 4 rigid easels arranged in such a way that the distance between the axis of two opposite supports was 1530 mm (Fig 4).

Fig. 4 Support schema of the slabs (left and center) and final positioning of all the elements under the loading frame (right)

3 Mechanical model. Extension of CCCM

3.1 Shear and punching models

The Compression Chord Capacity Model (CCCM) is a simplified shear strength mechanical model derived from a more general model called Multi-Action Shear Model (MASM), developed by A. Mari, et al. [11] and Cladera et al. [12]. It considers, as it is widely accepted, that the shear strength ($V_{rd}$) is the sum of: the shear resisted in the un-cracked compression head ($V_c$), the shear transferred across the web cracks ($V_w$), by aggregate interlock and residual stresses, the shear resisted by the longitudinal reinforcement, due to dowel action ($V_{cl}$), and the contribution of the transverse reinforcement ($V_s$), providing explicit expressions for each component. The CCCM model, groups the three first components into a single one, $V_c$, called concrete contribution.

Distributions of normal and shear stresses are assumed by combining beam and arch effects, so that the compression chord is subject to a biaxial stress state. It is considered that failure occurs when the principal stresses at one point of the compression head, at a critical section defined in [9], reach the Kupfer’s biaxial failure envelope, in the compression-tension branch. To obtain the beam shear strength, equilibrium of forces and moments between the internal forces ($V$, $M$) and the stress resultants (Fig. 5) at the concrete chord ($C$, $V_c$), along the crack ($V_w$), at the stirrups ($V_s$) and at the longitudinal reinforcement ($T$, $V_l$) are taken in the portion indicated by Fig. 5. Then, relating forces with stresses and taking into account the failure criterion, the ultimate shear is obtained.

This model was extended to punching [9], considering the main differences between both phenomena, in order to incorporate them into the mechanical model. First, taking into account the shape of radial bending moment law $m(r)$, the position and inclination of the critical crack were formulated. Thus the position of the control perimeter was obtained. The second important effect incorporated was the multiaxial stress state in the slab compressed chord, due to tangential and vertical stresses in the vicinity of the column, enhancing the concrete capacity to resist shear stresses in the radial vertical plane. This phenomenon was incorporated in the model by modifying the compression-tension branch of Kupfer’s biaxial failure envelope, using the confined concrete strength $f_{cc}$, from the EC-2 [8] formulation, instead of the unconfined strength $f_c$, so that a higher shear stress is needed to reach failure. Again, to obtain the punching strength of the slab, the equilibrium between internal forces and stress resultants is taken in a portion of the slab enclosed by the critical perimeter and the critical section (Fig. 6).

Solving the equilibrium equations, and assuming some simplifications explained in [9], the simplified expression for the punching strength (2) is derived, where $\zeta$ is the size effect given by Eq. (3) and $x/d$ is the relative neutral axis depth obtained assuming cracked concrete, zero tensile stresses and linear stress distribution in the compression chord.
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Fig. 5  Shear transfer mechanism and scheme of the equilibrium of the considered forces in the shear model.

\[ V_{rd,0} = 0.3 \cdot \zeta \left( 1.125 \frac{x}{d} + 0.425 \right) f_{ck}^{2/3} \cdot u_{crl} \cdot d \]  \hspace{1cm} (2)

\[ \zeta = \frac{2 \left( \frac{d}{d_0} \right)^{0.2}}{\sqrt{1 + d/100}} \]  \hspace{1cm} (3)

Due to the internal redundancy of the slabs, flexural reinforcement may yield before punching failure occurs, leading to a flexural-punching failure. First yielding will take place when the tangential moment reaches the lower yielding moment of the two orthogonal directions, since tangential moment per unit length is higher than the radial moment, and a redistribution of moments may take place from that point onwards. Anyhow, the punching strength can’t be higher than the load that equals the radial moment to the yielding moment per unit length \( V_Y \) at the control perimeter.

\[ m_r = \frac{V}{4\pi} \left[ (1 + \nu) \ln \frac{r_0}{r_{cri}} \right] \approx \frac{V}{2\pi} = m_y = \rho f_y d^2 \left( 1 - \frac{\rho f_y}{2f_c} \right) \]

(4)

\[ V_{rd,0} \leq V_Y \approx 2\pi m_y \approx 2\pi f_y d^2 \left( 1 - \frac{\rho f_y}{2f_c} \right) \]

(5)

In equation (4) it has been assumed, for the sake of simplicity, a mean value of \( r_0/r_{cri} = 5 \) and a Poisson’s ratio for cracked concrete \( \nu = 0.3 \).

3.2 Extension of CCCM-punching to in plane tensile forces

Since CCCM is a mechanical model, the effects of the tensile force were accounted for in two ways: by including it into the equilibrium equations, and using a previously derived reduction of the neutral axis depth due to the presence of that tensile force [13]. Then, a new simplified expression was derived (6). For the particular case of unidirectional tension, where half of the perimeter is subjected to tension and the other half remains un-tensioned, shear strength, is given by Eq. (7).

\[ V_{rd,T} = \zeta \left( 1.125 - 0.85 \right) \frac{x}{d} + 0.425 \left[ f_{ck}^{2/3} \cdot u_{crl} \cdot d \right] \]

(6)

\[ V_{rd,total} = \frac{V_{rd,0}}{2} + \frac{V_{rd,T}}{2} = \left( V_{rd,0} - 0.425 \cdot \frac{\zeta}{T_{cr}} \cdot \frac{x}{d} \right) f_{ck}^{2/3} \cdot u_{crl} \cdot d \]

(7)
Where $T_{cr}$ is the force producing cracking in the RC slab due to pure tension. For values of $T > T_{cr}$, no contribution of the concrete to resist tension is considered, being resisted only by the reinforcement. For this cases, an effective tensile strength of steel $f_y^* = f_y - T/As$ is adopted, and used in Eq. (5). This reduction provokes that $V_y$, the punching strength associated to reinforcement yielding, becomes dominant, diminishing even more the strength and stiffness of the slab, as can be seen in section 5.

4 Numerical simulations

In addition to the experimental campaign, a numerical model was developed to contrast the obtained results at the laboratory and with the mechanical model CCCM. Simulations were carried out with Simulia Abaqus software, using the Abaqus/Explicit package [14].

4.1 Model generation

Taking account the existing double symmetry, both in geometry and loading, only a quarter of each slab was simulated, considering the corresponding boundary conditions in each symmetry plane. For concrete, cubic elements of 8 nodes (C3D8R) were used while for reinforcing bars, linear beam elements of 2 nodes (B31) were used [15]. The reinforcing bars were considered perfectly bonded to the concrete. The size chosen for the elements were 20 mm, so that 6 elements were arranged along the 120 mm of the slab’s thickness. The slab supports were simulated by means of non-linear springs (SPRING A), with a very high stiffness in compression and practically zero stiffness in tension, thus allowing the partial lifting of the slabs. The introduction of the tensile force was simulated by applying the loads directly to the nodes located in the area of the anchor plates of the post-tensioning bars, whilst for the punching load, a displacement was imposed on the nodes located on the upper face of the slab, under the surface occupied by the load plate.

4.2 Materials

The Concrete Damaged Plasticity model [16] was chosen to simulate the behavior of concrete, which requires the definition of the uniaxial constitutive equations in compression and tension, in addition to the definition of a yielding surface. To define the yielding surface default values were used except for the dilation angle ($\psi = 37.5^\circ$) and $K = 0.8$. For compression, the Hognestad parabolic constitutive equation was selected, with a linear behavior up to 40% of $f_c (\sigma_{c0})$. For the tensile behavior the model proposed in section 5.1.8.2 of the Model Code 2010 [7] has been used. To define the elastic response, only the modulus of elasticity ($E_c$) and the Poisson ratio ($\nu$) are needed. $E_c$ was obtained in the corresponding characterization test (see Table 2), while for $\nu$, as Abaqus/Explicit considers it a fixed value throughout the whole simulation process, including post-cracking regime, $\nu = 0$ was used [15].

5 Results

In this section, experimental, numerical and theoretical results are compared, focusing on the relative decrement of the punching strength to the tensile force applied. The numerical model was adjusted to fit the experimental results obtained in the control test. Once it was verified, simulations were performed for several values of $T/T_{cr}$, up to a maximum of $T/T_{cr} = 1.5$, in order to obtain a more complete behavior curve. Figure 6 shows the comparison between the load-deflection curves obtained experimentally and numerically for three of the test carried out at the laboratory. As can be seen, quite accurate results were obtained in terms of the ultimate load.

![Comparison between load-deflection curves](image)

Fig. 6 Comparison between load-deflection curves obtained with the numerical model and experimentally for $T = 0$ (left), $T/T_{cr} = 0.69$ (center) and $T/T_{cr} = 1.02$ (right)
Figure 7 shows how the punching strength decreases as $T/T_{cr}$ increases, and that this decrement is even bigger for values of $T/T_{cr} > 1$. A very good correlation between experimental, numerical and analytical models is observed as summarized in Table 4.

Table 4  Relative decrement of the punching strength to the tensile force obtained with each method

<table>
<thead>
<tr>
<th>Test #</th>
<th>$T/T_{cr}$ at failure</th>
<th>$P_{u,0}/P_u$ (Experimental) ($P_{u,0}=249.1$ kN)</th>
<th>$P_{u,0}/P_u$ (CCCM) ($P_{u,0}=235.9$ kN)</th>
<th>$P_{u,0}/P_u$ (numerical) ($P_{u,0}=250.3$ kN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0.44</td>
<td>0.91</td>
<td>0.92</td>
<td>0.93</td>
</tr>
<tr>
<td>3</td>
<td>0.69</td>
<td>0.86</td>
<td>0.87</td>
<td>0.88</td>
</tr>
<tr>
<td>4</td>
<td>1.02</td>
<td>0.79</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>5</td>
<td>1.26</td>
<td>0.72</td>
<td>0.72</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Fig. 7  Comparison of the relative decrement of the punching strength to the tensile force obtained numerically, theoretically and at the laboratory.

Finally, different crack patterns obtained numerically are shown in Fig. 8. As can be seen, the radial pattern obtained for $T = 0$ evolves into an orthogonal pattern for high values of $T/T_{cr}$.

Fig. 8  Crack patterns (in blue) for $T = 0$ (left), $T/T_{cr} = 0.69$ (center) and $T/T_{cr} = 1.26$ (right). (Tensile force applied in horizontal direction in the pictures)

6 Conclusions
Based on the observations made during the experimental campaign and the results presented in this article, the following conclusions can be drawn:

- The decrease in the punching-shear strength can be well characterized by a bilinear function of the applied tensile force “$T$”. The first branch arrives up to a certain value “$T_{cr}$”, after which a higher reduction of the punching strength is observed.
- The maximum value of the reduction produced by the presence of a tensile force, for the tests carried out, was 28% with respect to the reference slab, for a load $T = 1.26 T_{cr}$. For the tensile value $T = T_{cr}$, the punching load reduction was approximately 20%.
- Both the numerical model developed and the extended theoretical model CCCM have been able to accurately reproduce the results of an experimental campaign carried out by the authors. The experimentally observed behavior has been captured both qualitatively and quantitatively, with an average error on the prediction of the ultimate load of 5%.
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Abstract
Corrosion of reinforcement affects the design service life of concrete structures in harsh environments, and financial resources are needed to rehabilitate the structure. Corrosion-resistant reinforcement is proposed as an ideal option to tackle the corrosion issues in concrete structures in severe environments. Stainless steel alloys have a corrosion-resistant property and are viable for use as prestressing strands to replace carbon steel strands. Almost a decade ago, stainless steel material was used to form a seven-wire prestressing strand. The Duplex High Strength Stainless Steel (HSSS) Grade 2205 was found to be the ideal grade with the highest corrosion resistance and best mechanical behavior among other grades. The HSSS strands have lower mechanical characteristics compared to carbon steel strands. The HSSS strands used in this study had 1.9% ultimate strain and 256.65 ksi ultimate stress. The objective of this work was to study the flexural behavior of HSSS prestressed concrete girders. Four full-scale 42-ft-long AASHTO type II girders were cast, and a reinforced concrete deck was cast and made composite with the girders. The girders were designed using force equilibrium and the strain compatibility method. One of the girders had carbon steel strands and served as a control girder. The other three girders were prestressed with HSSS strands, two with the same initial prestressing force as the control girder and one with the same reinforcement ratio the control girder. All four girders were tested in flexure. The cracking and ultimate loads, ultimate deflection, and failure mode of HSSS prestressed concrete girders were compared to their carbon steel counterpart. Experimental results showed that the overall flexural behavior of the HSSS girders is different than those prestressed with carbon steel strands. When specimens had the same initial prestressing force, the ultimate capacity of the HSSS specimen was around 23.7% higher than that of the control specimen. Also, the ultimate capacity of the HSSS girder increased by 17.5% when the initial prestressing force increased by 18.2%. The failure mode was strand rupture in all three HSSS tested specimens; this is particularly important because it demonstrates the importance of the ultimate strand strain in design. The ultimate deflections of all HSSS girders were almost equal to the control girder even though they failed by rupturing of strands.

1 Introduction
Among the 616,096 bridges in the United States, 256,330 are reinforced concrete and 160,513 are prestressed concrete [1]. Non-prestressed and prestressed concrete bridges represent more than 67.5% of the current total number of bridges in the United States. Large number of those bridges are exposed to aggressive environments, which lead to deterioration. Corrosion of steel reinforcement is one of the most common types of deterioration and a major problem in concrete bridges. Therefore, concrete bridges exposed to harsh environments require regular inspection and maintenance. Utilizing corrosion-free and/or -resistant materials could be more economical in the long run. Stainless steel material has high corrosion-resistance and can be used in seven-wire prestressing strands. Corrosion-resistant strands offer longer service life to prestressed concrete bridges compared to those built with carbon steel strands.

The steel alloy is specified as stainless steel if all its raw materials comply with the specified range by ASTM A276 [2]. The main raw materials of stainless steel alloys include, but are not limited to, manganese, phosphorus, sulfur, silicon, chromium and nickel [2]. Many types of stainless steel alloys are available in the industry such as T316, XM29 and Duplex Grades 2101, 2304 and 2205. All these types can be used to form a seven-wire prestressing strand. Stainless steel strands are manufactured using the same technology as carbon steel strands. The only main difference between stainless and carbon steel strands is the chemical composition of the raw materials. The proportions of the raw
materials in the stainless steel alloys determine their mechanical characteristics and corrosion-resistance property. Previous works studying the material characteristics of multiple stainless steel strands concluded that duplex high-strength stainless steel (HSSS) strand Grade 2205 is the best option among other alloys [3-6]. HSSS strands have been successfully deployed in piles in multiple projects around the United States. Corrosion resistance of the stainless steel alloy can be enhanced by increasing the proportions of molybdenum and nickel [4]. However, those chemicals are expensive and therefore can significantly increase the cost of the prestressing strands.

In this study, three 42-ft long AASHTO type II stainless steel prestressed concrete girders were designed, fabricated and tested in flexure. The results were compared with a control girder, which was prestressed with carbon steel strands. The aim of this work was to study the flexural behavior of girders prestressed with stainless steel strands. The findings from this experimental work can be used in the development of future design specifications and guidelines.

2 Testing Program

2.1 Materials

The prestressing strands used in this study were duplex high-strength stainless steel (HSSS) Grade 2205 and carbon steel Grade 270. The size of both types was 0.6-in. diameter. Standard Specifications for Road and Bridge Construction issued by the Florida Department of Transportation (FDOT) specifies minimum mechanical properties for the HSSS strands [7]. The material characteristics of the HSSS strands, provided by manufacturer, are given in Table 1, and the stress-strain curve is shown in Fig. 1. The HSSS strands meet FDOT’s minimum requirements as shown in Table 1. Currently, an ASTM standard is under development to specify minimum acceptable values of the mechanical characteristics of the stainless steel strands. The design guidelines of stainless steel prestressed concrete members shall be based on the minimum acceptable values specified by the ASTM. HSSS strands have different mechanical properties compared to carbon steel strands. HSSS strands have a rounded stress-strain curve once the elastic modulus is deviated and have no linear plateau before rupture. HSSS strands have low ductility, with only a 1.4% guaranteed ultimate strain. HSSS strands used in this study had 1.89% ultimate strain, which is 35% higher than the guaranteed ultimate strain and 54% of the minimum ultimate strain specified for carbon steel strands by ASTM A416 [8]. It should be noted that the material characteristics of the stainless steel strands varies as they depend on the composition of the raw materials. The raw materials might come from different sources and therefore the chemical composition cannot be guaranteed to be identical.

Table 1 Mechanical properties for 0.6-in. diameter HSSS strands

<table>
<thead>
<tr>
<th></th>
<th>Area</th>
<th>Breaking strength</th>
<th>Ultimate stress</th>
<th>Ultimate strain</th>
<th>Elastic modulus</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ksi</td>
<td>ksi</td>
<td>ksi</td>
<td>in./in.</td>
<td>ksi</td>
</tr>
<tr>
<td>FDOT requirement</td>
<td>0.231</td>
<td>55.4</td>
<td>240</td>
<td>0.014</td>
<td>-</td>
</tr>
<tr>
<td>manufacturer</td>
<td>0.2328</td>
<td>59.75</td>
<td>256.65</td>
<td>0.0189</td>
<td>24300</td>
</tr>
</tbody>
</table>

Two types of shear reinforcement were used in this experimental program: glass fiber reinforced polymer (GFRP) and stainless steel rebars. GFRP and stainless steel rebars are viable stirrup options to make the entire prestressed member corrosion resistant. Two girders had GFRP rebars as transverse reinforcement while the other two had stainless steel rebars. The mechanical properties of the GFRP and stainless steel rebars are given in Table 2.

Two different concrete strengths were used for the girder and deck slab. A self-consolidating concrete was used for the girder with a specified concrete strength of 10 ksi, while the deck slab was cast with normal weight concrete with a specified concrete strength of 6.5 ksi.

2.2 Design and Fabrication

A design matrix showing the longitudinal prestressing and transverse reinforcement is given in Table 3. The girders were designed using force equilibrium and the strain compatibility method. Girder 1 is
the control girder, which had carbon steel strands as the main longitudinal prestressing and stainless steel rebars as transverse reinforcement. The eleven strands were pretensioned to 43.9 kips, which is equal to 75% of their ultimate strength. The prestressing ratio and total prestressing force were 0.647% and 482.9 kips, respectively, and the shear reinforcement ratio was 0.555%.

**Fig. 1** Stress-strain curve for stainless steel strands

**Table 2** Mechanical properties of stirrups

<table>
<thead>
<tr>
<th>Type</th>
<th>Diameter (in.)</th>
<th>Area (ksi)</th>
<th>Yield stress (0.2%) (ksi)</th>
<th>Ultimate stress (ksi)</th>
<th>Ultimate strain (ksi)</th>
<th>Elastic modulus (ksi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>stainless steel</td>
<td>0.5</td>
<td>0.2</td>
<td>83.39</td>
<td>119.8</td>
<td>0.0265</td>
<td>29000</td>
</tr>
<tr>
<td>GFRP</td>
<td>0.526</td>
<td>0.217</td>
<td>-</td>
<td>131.4</td>
<td>0.0187</td>
<td>7042</td>
</tr>
</tbody>
</table>

**Table 3** Design Matrix

<table>
<thead>
<tr>
<th>Longitudinal prestressing</th>
<th>Transverse reinforcement</th>
</tr>
</thead>
<tbody>
<tr>
<td>11 carbon steel strands</td>
<td>GFRP</td>
</tr>
<tr>
<td>Girder 1 (control)</td>
<td></td>
</tr>
<tr>
<td>11 stainless steel strands</td>
<td>GFRP</td>
</tr>
<tr>
<td>Girder 2</td>
<td></td>
</tr>
<tr>
<td>13 stainless steel strands</td>
<td>GFRP</td>
</tr>
<tr>
<td>Girder 3</td>
<td></td>
</tr>
<tr>
<td>13 stainless steel strands</td>
<td>Stainless steel</td>
</tr>
<tr>
<td>Girder 4</td>
<td></td>
</tr>
</tbody>
</table>

Girder 2 had eleven HSSS strands as longitudinal prestressing and GFRP rebars as transverse reinforcement. The objective of this design was to match the prestressing ratio with the control girder and compare their flexural behaviors. The eleven HSSS strands were pretensioned to 37.2 kips or 62.2% of their ultimate strength. The prestressing ratio and total prestressing force were 0.685% and 409.2 kips, respectively, and the GFRP shear reinforcement ratio was 0.603%.

Girders 3 and 4 had thirteen HSSS strands as longitudinal prestressing. The transverse reinforcement of Girder 3 was GFRP rebars, while Girder 4 had stainless steel rebars. The objective of the design was to match the total prestressing force with the control girder and compare their flexural behaviors. The HSSS strands were pretensioned to 37.2 kips, and to match the total prestressing force with the control girder, the total number of strands was increased to thirteen. The prestressing ratio...
and total prestressing force were 0.810% and 483.6 kips, respectively. The GFRP and stainless steel shear reinforcement ratios for Girder 3 and Girder 4 were 0.603% and 0.555%, respectively.

The four 42-ft long AASHTO type II girders were constructed at Dura-Stress prestressing plant in Leesburg, Florida. All three HSSS girders were fabricated in one casting bed. Therefore, two strands had to be debonded for the whole length in Girder 2. The HSSS strands did not require any special equipment or procedures. Regular chucks were used to tension them. The girders were transported to the FDOT Structures Research Center in Tallahassee, Florida. At the FDOT lab, a deck slab was cast onto the girder and made it composite. The deck slab had a 10-in. thickness, including a 2-in. haunch, and 24 in. width. The interface shear reinforcement ratio was 0.278% for Girder 1 and 4 and 0.301% for girders 2 and 3. It should be noted that the concrete surface was smooth at the interface region between the deck slab and girder. All girders were designed to resist shear and fail in flexure. Shear reinforcement was designed based on the mechanical properties of carbon steel rebars. It was normal to use stainless steel rebars since their mechanical properties are higher than those of carbon steel rebars. The stainless steel shear reinforcement in Girder 1 was replaced on a one-to-one basis with GFRP rebars in Girder 2 and Girder 3.

2.3 Instrumentation and Testing

During the fabrication process, after tensioning strands and before casting concrete, two vibrating wires gages were installed in each specimen, at the bottom layer of the strands. Those vibrating wire gages were used to measure the prestress losses in the strands. The reference reading for each vibrating wire gage was taken after casting concrete and before releasing the strands. Thereafter, any reading compared to the reference reading can be used to determine the effective prestress in the strands at the time of that reading. For flexural testing, each specimen was instrumented with strain, deflection and strand slip gages. The strain gages were installed along the depth of the girder at three locations in the constant moment region. Multiple deflection gages were installed along the length of the girder, to measure the vertical displacement of the specimen during the test. The strand slip gages were installed on all bottom layer strands to monitor any slip in the strands during the flexural test. The load was applied by a hydraulic jack at a rate of 0.25 kip/sec. Two load cells, placed at the center of the load frame, were used to measure the applied load.

Fig. 2 Test setup for Girder 2; (left) before adding clamps and (right) after adding clamps.

All four girders were tested using a four-point loading scheme. The clear span was 40 ft with the point loads each spaced 3 ft from the midspan. The girder was placed on thick neoprene pads to create a simply-supported condition. Girder 2 was the first specimen to be tested among the four specimens (see Fig. (left)). Slightly after cracking load, a shear crack initiated at the end of the girder, and therefore it was decided to unload the specimen. One solution to prevent shear failure in a member is to externally reinforce it with steel rods [9]. In this work, it was decided to use external clamped steel rods (see Fig.2 (right)) to reinforce the section and prevent it from failing in shear. The steel rods were not attached to the steel frame and therefore did not influence the rotation of the specimen. Girder 2 was then loaded to failure. As mentioned before, the main objective of this experimental program was to study the flexural behavior of girders prestressed with stainless steel strands. For
consistency in the testing procedure, the other three specimens were also reinforced with the external threaded rods.

3 Results and Discussion

All four specimens were tested under static load up to failure except for Girder 1, which was unloaded before failure to save it for a future shear test. Experimental load-deflection curves for all tested girders are shown in Fig. 3. The load-deflection curve is divided into two regions, separated by initiation of the first flexural cracking. All specimens behaved linearly in the pre-cracking region. All HSSS girders exhibited similar post-cracking behavior up to failure, which was different than that for the control specimen. The mechanical characteristics of HSSS strands are different from those of carbon steel strands; therefore, it was expected that specimens prestressed with HSSS strands would behave differently after cracking load. Unlike carbon steel strands where they reach plateau after yielding, HSSS strands exhibit no discernible yield plateau. The capacity of all HSSS specimens increased up to failure, which reflects the stress-strain behavior of the HSSS strands.

GFRP rebars have lower elastic modulus and ultimate strain compared to carbon and/or stainless steel rebars. The stiffnesses of Girder 2 and Girder 3 were significantly reduced, and this was not taken into consideration during design. Because GFRP rebars are made from an anisotropic material, their longitudinal strength is much higher than their transverse strength. Therefore, interface shear failure was another issue in Girder 2 and Girder 3 because GFRP rebars do not provide high strength in the transverse direction and the interface region was smooth.

Table 4 shows the main test results captured during testing. Discussion and comparison of the experimental results are summarized below:

![Fig. 3 Load-deflection curves for the tested girders](image)

### 3.1 Girder 1 and Girder 4

Girder 1 and Girder 4 had a similar prestressing force but different prestressing type. Deflection increased linearly with applied load up to initiation of the first flexural crack. After cracking load, the behavior of Girder 4 was almost identical to Girder 1 up to a point where Girder 1 deflection increased more rapidly compared to Girder 4 (Fig. 3). Girder 1 was loaded until the load-deflection curve plateaued at 231.4 kips. The permanent deflection was 0.460 in. after unloading. Based on an analytical model, the calculated capacity and deflection for Girder 1 were 231.4 kips and 5.8 in., respectively. Girder 4 was loaded up to 90% of its calculated capacity and then unloaded. The permanent deflection was 0.216 in. after unloading. Then, it was loaded up to failure, to 286.3 kips. Even though Girder 4 failed by rupturing of all HSSS strands, it exhibited good deformability compared to Girder 1, and it also performed well in terms of capacity. The ultimate capacity of Girder 4 was approximately 23.7% higher than that of Girder 1.

Girder 1 and Girder 4 had approximately similar stiffnesses in the elastic region. The stiffness started to decrease in the plastic region, and the rate of decrease was higher in Girder 1 compared to Girder 4. This is attributed to the mechanical properties of the prestressing strands.
Table 4 Flexural test results

<table>
<thead>
<tr>
<th></th>
<th>Cracking load kips</th>
<th>Cracking deflection in.</th>
<th>Ultimate load kips</th>
<th>Ultimate deflection in.</th>
<th>Failure mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Girder 1 (expected)</td>
<td>143.2</td>
<td>0.455</td>
<td>(231.4)</td>
<td>(5.800)</td>
<td>(Crushing of concrete)</td>
</tr>
<tr>
<td>Girder 2</td>
<td>115.6</td>
<td>0.445</td>
<td>216.7</td>
<td>5.835</td>
<td>Rupture of strands</td>
</tr>
<tr>
<td>Girder 3</td>
<td>132.6</td>
<td>0.530</td>
<td>254.7</td>
<td>5.969</td>
<td>Rupture of strands</td>
</tr>
<tr>
<td>Girder 4</td>
<td>143.6</td>
<td>0.535</td>
<td>286.3</td>
<td>5.693</td>
<td>Rupture of strands</td>
</tr>
</tbody>
</table>

3.2 Girder 3 and Girder 4

Girder 3 and Girder 4 had similar prestressing type and force but a different type of transverse reinforcement: GFRP for Girder 3 and stainless steel for Girder 4. The overall flexural behavior of Girder 3 was significantly reduced due to the use of GFRP stirrups. Deformation almost all comes from flexure. In structures design, we assume shear deformation are zero, unless it is a deep beam. The increase in deflection also be attributed to the low interface shear reinforcement and concrete surface condition at the interface region, which affected the composite interaction of the girder and deck slab. Even though Girder 3 and Girder 4 had the same prestressing type and force, the cracking and ultimate loads of Girder 3 were 7.7% and 11.0% lower than those of Girder 4, respectively. However, the cracking and ultimate deflections were almost equal for both girders. After flexural tests, Girder 3 and Girder 4 were visually inspected, and results showed that more cracks were originated throughout the length in Girder 3 than in Girder 4, as shown in Fig. 4. Increased cracks in Girder 3 attributed to the reduction in the member’s stiffness due to the use of GFRP rebars.

Fig. 4 Crack patterns at ultimate load for Girder 3 and Girder 4

3.3 Girder 2 and Girder 3

Girder 2 and Girder 3 had the same prestressing and transverse reinforcement type, but different prestressing force. Girder 3 had two additional prestressing strands, which increased the initial prestressing force by 18.2% compared to Girder 2. Although Girder 2 and Girder 3 failed approximately at the same deflection, an approximate increase of 17.5% in the ultimate capacity was achieved.
4 Failure modes

The failure mode depends on the type and ratio of prestressing. The HSSS strands used in this study had an ultimate strain of 1.89%, which is lower than the minimum specified ultimate strain for carbon steel strands. As designed, all specimens prestressed with HSSS strands failed by rupture of all strands. Fig. 5 shows Girder 4 at failure, where all HSSS strands in the bottom flange broke while the concrete at the top face was still intact. From Fig. 5, Girder 4 exhibited many flexural cracks before failure. Rupture of strands might be considered as brittle failure; however, all HSSS specimens failed at a large deflection, as shown in Fig. 3, with many flexural cracks in the mid-span. Therefore, regardless of failure mode, the stainless steel girders can achieve ultimate capacity and deflection as high as girders prestressed with carbon steel strands.

Fig. 5 Girder 4 at failure load (rupture of strands failure)

5 Design Guidelines

Current design guidelines developed for concrete members prestressed with carbon steel strands are based on decades of research and lessons learned from field applications. HSSS strands are relatively new to the construction industry, and limited research has been performed. A complete design guideline is still under development, and there might be still room for improving the mechanical characteristics of the HSSS strands. Three flexural design considerations are feasible when HSSS strands are used, and they are as follows:

1. Crushing of concrete failure where concrete top fiber strain reaches its ultimate value $\varepsilon_{cu} = 0.003$, while the bottom layer of strands does not reach its ultimate strain $\varepsilon_{pu} < 0.014$.
2. Balanced failure where the concrete top fiber strain and bottom layer of strands reach their ultimate values of $\varepsilon_{cu} = 0.003$ and $\varepsilon_{pu} = 0.014$, respectively. This design mode is theoretically possible to achieve but hard to achieve experimentally due to high uncertainty of many design parameters such as strength of concrete and effective prestressing force.
3. Rupture of strands failure where concrete top fiber strain does not reach its ultimate value, i.e., $\varepsilon_{cu} < 0.003$, while the bottom layer of strands reaches ultimate strain, $\varepsilon_{pu} = 0.014$, and ultimately rupture. All stainless steel specimens in this study were designed following this flexural design consideration.

6 Conclusion

Based on an experimental program including testing full scale 42-ft long AASHTO type II girders prestressed with HSSS or carbon steel strands and reinforced with GFRP or stainless steel rebars as shear reinforcement, the following conclusions can be drawn:

1. Flexural behavior of all specimens, whether prestressed with HSSS or carbon steel strands, was almost identical and linear up to the initiation of first cracking. HSSS girders exhibited different post-cracking behavior compared to that of the control girder. This is attributed to the differences in the mechanical properties between the two strands.
2. HSSS girder prestressed with the same initial prestressing force as the control girder had higher stiffness. The ultimate capacity of the HSSS girder was approximately 23.7% higher than that of the control girder.

3. The flexural behavior of all three HSSS girders were controlled by rupture of the HSSS strands. Even though all three HSSS girders failed by rupture of the strands, their ultimate deflections were almost equal to that of the control girder.

4. Direct replacement of the shear reinforcement from stainless steel rebars to GFRP rebars decreased the ultimate capacity of the member by 11%.

5. The ultimate capacity of the HSSS girder was increased by 17.5% when the initial prestressing force was increased by 18.2%.
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Abstract
The work of lightweight concrete in steel-concrete structures differs from heavyweight concrete. The article describes experimental and numerical studies of nodes of spatial steel-concrete composite columns from lightweight concrete in thin-walled shell. It was determined that a polystyrene concrete work in a closed steel shell increases the structures bearing capacity on average in 2 times. This spatial structure destruction occurs with clear signs of loss not local but general stability. This fact increases the spatial structure overall stability by more than 1.5 times.

1 Introduction
Born as a building structure about a century ago, steel-concrete structure has recently become more widely used in various fields of construction, proof of which is the development of relevant regulations [7]. This is a good combination of steel and concrete, through which compressed steel-concrete structures have a high strength, reliability, durability, meet the requirements of high manufacturability at relatively lower costs of materials [13]. These compressed elements are used as columns, individual compressed elements of farms or frames, road signs columns [11], etc.

A large number of steel-concrete structures studies are based on the combination of a steel shell more than 1 mm thick and heavy concrete with strength class above С8/10 [12]. Lightweight concrete in thin-walled shell structures have not been studied enough to date [15]. Under the thin-walled shell means a shell from light thin-walled steel profiles. Distinctive features of such profiles are significantly reduced metal consumption in comparison with traditional steel structures, rational constructive form of cross sections, use of high-strength steel with galvanized anti-corrosion coating. The work of lightweight concrete in steel-concrete structures differs from that heavyweight concrete [9].

In the course of parallel experimental study and finite elements' numerical simulation of light steel-concrete structures, it is possible to reveal their destruction nature or the stability's loss form [16]. Also it is possible to identify places of stresses concentration on their surface (the places of destruction) and to study in more detail the work of structure internal invisible parts [10].

2 Analysis of recent research and publications
The analysis of research of frames from easy thin-walled steel profiles nodes is reduced to consideration of the carried-out tests' of spatial structures results [8]. During the analysis of existing scientific publications, special attention was paid to the following questions:

- the choice of a rational type of nodes point fastening (it is necessary at the subsequent carrying out of finite-element modeling of node points work) [5];
- the main factors influencing the transition of the structure to the limit state (it is necessary at the further optimization of knots design) [4];
- features of structures from easy thin-walled steel profiles behavior under loading [14].

Fastening nodes (joints) should be divided into two groups: connections in structural nodes and connections along a wall or shelf to form a composite cross section. On the need for additional nodes installation along the length of the elements indicates a number of experiments. The number and type of these fasteners have a direct impact on the shape of the element stability loss. Fig. 1 shows three main known forms of elements from thin-walled steel profiles stability loss [6]. There are also transitional forms of stability loss. For example, the local shape can turn into cross-sectional distortion shape; cross-sectional distortion shape can turn into general shape (etc.). Forms of stability loss are dependent on each other, affect each other, and flow into each other [1].
Today, the results of numerical modeling of building structures using computer programs based on the finite element method are increasingly covered in the scientific literature. Computer simulation allows detailed research of rod elements in composite structures [2], as well as complete analysis of the three-axis stress-strain condition of structures [3]. When modeling elements from thin-walled profiles to simplify the model, the method of finite elements is usually modified (see fig. 2), which does not reduce the accuracy of the calculation results.

### Forms of elements from light thin-walled steel profiles stability loss

1. **Local form of stability loss** is a protrusion of the shelf, wall or bend from the axis alternately in one or other side of the element. In this case the angles between the shelf and the wall remain straight.

   ![Local form of stability loss](image1)

2. **Distortional form of stability loss** represents a stability loss with distortion of the cross section. For example, the side remains straight and the shelves protrude, causing the corners to change at their joints. Half-waves of stability loss along the length are distributed periodically, bending in one direction or another.

   ![Distortional form of stability loss](image2)

3. **General stability loss**, which is also characteristic of traditional profiles. It is determined first in the calculation, then check other forms of stability loss. Subspecies:
   - 3.1 **bending (Euler) form of stability loss**;
   - 3.2 **torsional shape of the loss of stability (twists the cross section, and the axes remain straight)**;
   - 3.3 **bending-torsional form of stability loss**.

   ![General stability loss](image3)

Fig. 1 Forms of elements from light thin-walled steel profiles stability loss.

### Simplification of the finite element method

- **finite stripes method**
- **method of plate elements**

Fig. 2 Modification of the finite element method when calculating elements from thin-walled profiles.

*Finite stripes method* discretizes the cross section of the profile into longitudinal stripes, whereas along the length of the rod sampling is not provided. The method of finite strips is based on finding the critical loads for the three forms of loss of stability in the elastic stage (see fig. 1). This takes into account the interaction of the cross-sectional elements of the profile as a single rod.

*Method of lamellar elements* replaces the section with a set of plates with different conditions of support along the contour. The influence of adjacent plates interaction (for example, between a wall and a shelf, a shelf and a bend) on the entire cross section stability loss is not always taken into account. In addition, if the profile cross section contains edge or intermediate elements of rigidity, the calculation is greatly complicated [17].
3 Formulating of the article’s goals

The purpose of the work is to describe the experimental and numerical results of spatial steel-concrete composite columns nodes studies. The relevance of the topic is due to the efficiency of lightweight structures, the possibility of using this structures type both in new construction and in the existing steel structures strengthening.

4 The results of experimental and numerical studies of nodes of spatial steel-concrete composite columns

To evaluate the efficiency of concreting of spatial structure from light steel thin-walled structures with lightweight concrete with polystyrene filler, it was produced, experimentally studied and numerically simulated by finite element method the work of the three groups of samples. The test samples represented dimensional through columns with overall dimensions of 1500×300 mm, consisting of two "C-shaped" racks measuring 40×70 mm with a thickness of 0.42 mm and a system of brackets between them (see fig. 3). The elements of the spatial structure were connected to each other by exhaust rivets. The first group of samples was made without concrete (see fig. 3, a). In the second group only racks were concreted (see fig. 3, b). The third group was made with concreted racks and full filling of the space between the brackets with concrete (see fig. 3, c).

Lightweight polystyrene concrete with a density of D750 was used for concreting spatial structures. Lightweight polystyrene aggregate with a diameter of 3-5 mm according to laboratory studies accounted for 60% of the total volume of polystyrene concrete [15]. Spatial columns were tested on the central compression (see fig. 4 and 5).

Fig. 3 Scheme of spatial reinforced concrete structures.

The destruction of the first group of samples was the result of local sustainability profile racks shelves loss at the locations of the rivets and planes of the point load application and boundary conditions. The destruction of the second series of samples was the result of a total resistance loss of the concrete racks and the subsequent destruction of the mounting points of the brackets to the racks. The concreting of the spatial column was positively noted in the work of the structure. It should be noted that the brackets stability loss was observed after the cut of the rivets that attached these brackets to the racks. The deformations of the racks were made taking into account the overall stability of the element.

According to the results of experimental studies, it was determined that the work of polystyrene concrete in a closed steel shell space increases the bearing capacity of structures by 2 times. The nature of deformations of two-component reinforced concrete structures made from light steel thin-walled profiles and polystyrene concrete shows that the destruction occurs with clear signs of loss not
local but general stability. This fact increases the overall bearing capacity of the spatial structure by more than 1.5 times. The destruction of the nodes occurred as a result of the loss of local stability of the shelves of the compressed thin-walled profile of the brackets. In the case of stretched braces, the destruction of the node occurred as a result of cutting the rivets of the connection.

Numerical studies were performed using numerical simulation in the software package NASTRAN (NAa STRuctural ANalysis) Femap 10.1.1 SC 32bit (training demo version SDRC-FEMAP 8 / 1a S / N 000-00-00-DEMO-406F-00000000) finite elemental analysis. This program allows you to specify complete nonlinear diagrams of the materials used in the construction. Hexahedrons were used to model polystyrene concrete, and flat elements with a side size of 10 mm, which is 2.5% of the sample height, were used for the steel shell [16]. Photographs of the samples after experimental and numerical studies are shown in Figures 4 and 5.

Fig. 4 Results of experimental (a) and numerical (b) studies of spatial columns made of light steel thin-walled profiles.

Fig. 5 The results of experimental (a) and numerical (b) studies of spatial lightweight steel-concrete columns.
In Figures 4, b) and 5, b) show the stress distribution in the nodes of spatial structures, which obtained as a result of numerical simulations. Analysis of the submitted stress distributions revealed the following. In the rod spatial structures, the weakest point is the nodal connection. In this case, the greatest stresses occur in the nodal zones of the braces. In the second case, when filling the interior of the structure with light concrete, the contact between the steel bars and the filling concrete is first broken. Then the fracture process the repeats scenario of the first series of samples fracture.

5 General conclusions on the conducted studies and directions of further scientific researches

According to the results of experimental studies and numerical modeling of spatial stell-concrete structures of light thin-walled profiles filled with light polystyrene concrete, the loss of the total bearing capacity of the studied structures occurs primarily as a result of nodal joints destruction, which leads to a loss of local stability of the shelves in the elements. The failure of individual elements leads to a general stability loss of the entire spatial structure.

In order to increase the load-bearing capacity of the studied structures, it is proposed to perform a number of measures shown in Figure 6. These measures are related to the formation of the Pre-stresses in the elements of spatial structures. The purpose of clamps installation along the length of the elements is to provide joint work of a steel thin-walled cover and an internal core from polystyrene concrete. The step of installing such clamps (see fig. 7, a) is determined from the conditions of ensuring the local stability of shelves or walls of thin-walled profile. Pre-stresses by installing clamps along the length of the elements are provided by their tension (bolt or temperature). The purpose of creation of the previous "negative" deflection before concreting is the creation of pre-stresses in these elements (see fig. 7, b). Pre-stresses by creating a "negative" deflection are controlled by the magnitude of the pre-bending of the elements.

**Pre-stresses provide an increase:**

1. **local stability**
   - of shelves and wall elements
2. **overall stability**
   - of the spatial structure

- clamps installation along the length of the elements that would tighten the cross section
- creation of the previous "negative" deflection before concreting

Fig. 6 Proposed measures to increase the load-bearing capacity of spatial reinforced concrete structures made of light thin-walled profiles filled with light polystyrene concrete.

Fig. 7 Creation of previous stresses in the elements of the spatial stell-concrete structure:
a) installation of clamps; b) creation before concreting of previous "negative" deflection.

**Therefore**, these measures will increase the stability of the elements. But to increase the overall load-bearing capacity of structures, it is also necessary to take measures to ensure the joint operation of steel rod elements and internal concreting.
References


General Method of Structural Analysis of Reinforced Concrete Columns under Axial Load and Biaxial Bending

Bohdan Baryliak, Andrii Pavlikov, Olha Harkava

Eduational-Scientific Institute of Architecture and Construction, National University «Yuri Kondratyuk Poltava Polytechnic», Pershotravnevyj Ave. 24, Poltava, 36011, Ukraine

Abstract
The paper proposes a generalized method for the strength analysis of biaxially bended reinforced concrete columns, developed on the basis of Eurocode 2 recommendations. The theorem on the location of external and internal forces in one plane, which forms an angle with the vertical axis of inertia of the section, is used. Analytical expressions were obtained to determine all parameters when calculating the strength of biaxially bended columns, namely: the angle of neutral axis inclination to the horizontal axis of inertia of the section, the neutral axis depth and the value of the destructive force at the given eccentricities of its application. The proposed generalized analysis method covers all possible positions of the neutral axis in a rectangular section of biaxially bended columns. The calculated dependencies can be used both in checking the bearing capacity of biaxially bended columns and in determining the required area of reinforcement, which confirms the generality of the adopted design model.

1 Introduction
As experience of building structures operation shows, columns of frames of industrial and civil buildings, engineering and special structures are subjected to biaxial bending. Most of the reinforced concrete members of structural systems of buildings, erected by atypical and individual projects, also operate in the conditions of biaxial bending. Additional factors that cause biaxial bending of reinforced concrete columns can be both technological and operational. Defects as well as damages of reinforced concrete structures that occur during operation are factors that cause complex deformation, such as biaxial bending. In addition to these factors, changes of the value and nature of the load application when strengthening building structures can also lead to biaxial bending effect. Because of these reasons, in the axially loaded members, as a rule, there is a displacement of the points of application of resultant forces in the compression and tensile zones of the section from the principal central axes of its inertia, i.e. the member undergoes biaxial bending [1].

Thus, in view of the above examples, it is safe to say that virtually all compressed structures undergo complex deformation. Nevertheless, at present the features of biaxial deformation of reinforced concrete are taken into account conditionally. In particular, the current norms [2] do not include recommendations for the strength analysis of reinforced concrete members for a significant number of cases of their operation in conditions of complex deformation. It is very often in strength analysis a complex stress-strain state is reduced to axial loading and bending moments about each of orthogonal principal axes of inertia separately. This approach naturally may lead to the distortion of the actual state of the structure and, as a consequence, the excessive consumption of materials or even to accidents. Designers are forced to resort to this simplification because the calculations of reinforced concrete structures for complex types of deformation are still quite difficult and are carried out with the use of time-consuming iterative methods. Particularly, the analysis is complicated also by the fact that even in a rectangular section of the column under biaxial bending, the compression concrete zone can take at least three geometric forms other than a rectangle.

2 Analysis of the latest sources of research and publications
The deformation model [3] and variational methods of deformable body mechanics are used [4], [5] to solve the problems of strength analysis of reinforced concrete members under complex stress-strain states. Methods for the strength analysis of reinforced concrete members undergoing biaxial bending have been developed by a large number of scientists. In particular, the problems of analysis biaxially
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bended members are solved on the basis of a nonlinear deformation model [6], using two-linear stress-strain diagrams for concrete and reinforcement [1], or based on the concept of design strength of reinforced concrete [7]. The publication [8] notes the problem of estimating the technical condition of structures whose members have been damaged during operation, and because of this, they additionally undergo the phenomena of biaxial deformation. In the works [9] – [10], the problems of strength analyses of biaxially bended members are solved in the general form for cross sections of arbitrary configuration with and without openings, but this approach is difficult for practical implementation, and the proposed simplifications in the form of graphs and diagrams are very approximate. There is an objective need to develop a simplified technique for strength analysis of biaxially bended columns, which combines the required accuracy of calculations with the simplicity of their implementation.

3 Main material

As is well known, the compression concrete zone in a rectangular section of columns subjected to biaxial bending can take the form of a triangle, a trapezoid or a pentagon. Due to the different geometry, the design formulas are offered separately for each of the named forms of the compression concrete zone.

Initially, the problem of obtaining analytical formulas for determining all unknown parameters in the strength analyses of biaxially bended columns with a triangular compression concrete zone is being solved. Theoretical studies are based on the prerequisites for design according to the norms [2]. In this case, compression concrete is assumed a rectangular stress distribution according to [2, Fig. 3.5]. The relationship between stresses and strains in the reinforcement is described by a two-line diagram with a horizontal top branch without strain limit according to [2, Fig. 3.8].

To solve this problem, the design scheme for the cross-section of a reinforced concrete column is used (Fig. 1). The derivation of the design formulas is based on the general equations of equilibrium. Taking into account the accepted assumptions, the design equations of equilibrium in the plane of the coordinate axis \( Y \) perpendicular to the neutral axis are written:

\[
\sum Z = 0: N_{Ed} + \sum_{i=1}^{n} N_{si} - N_c = 0;
\]

\[
\sum M_A = 0: N_c (y_{Ed} - y_{Nc}) + \sum_{i=1}^{n} N_{si} (y_{Ed} - y_{si}) = 0,
\]

where \( N_{Ed} \) is the longitudinal force from the external load;
\( N_i \) is the resultant force in the \( i \)-th reinforcing bar;
\( n \) is the number of reinforcing bars in the section;
\( N_c \) is the resultant force in the compression concrete zone;
\( y_{Ed} \) is the coordinate of point of application of force \( N_{Ed} \);
\( y_{Nc} \) is the coordinate of the point of application of the \( N_c \);
\( y_{si} \) is the coordinate of the point of application of the \( N_{si} \).

To simplify the equilibrium equations, the expressions for the resultant force \( N_c \) and the coordinate \( y_{Nc} \) of its application in the \( XOY \) coordinate plane are obtained in the following form:

\[
N_c = \frac{\eta f_{Ed} A^2 X^2}{\sin 2\theta},
\]

\[
y_{Nc} = \frac{X (3 - 2\lambda)}{3},
\]

where \( \lambda \) is the factor, defining the effective height of the compression zone, and \( \eta \) is the factor, defining the effective strength [2, 3.1.7(3)];
\( X \) is the neutral axis depth;
\( \theta \) is the angle of inclination of the neutral axis to the horizontal axis of inertia of the section.

It is proposed to determine the resultant force \( N_{si} \) corresponding to the strain \( \varepsilon_{si} \) in the design two-line diagram of the reinforcement stress-strain state, based on the expression:

\[
N_{si} = \sigma_{si} A_{si},
\]

where \( A_{si} \) is the cross-sectional area of the \( i \)-th reinforcing bar.
The value of the stress $\sigma_{si}$ are determined by Hooke's law depending on the relative strain of the reinforcement

$$\sigma_{si} = E_s \varepsilon_{si},$$  \hspace{1cm} (6)

where $\varepsilon_{si}$ is the strain in the reinforcement, which is determined using the hypothesis of plane cross-sections (Fig. 1):

$$\varepsilon_{si} = \frac{y_{si} \varepsilon_{c(1)}}{X},$$  \hspace{1cm} (7)

where $\varepsilon_{c(1)}$ is the relative strain of the concrete of the most compressed column rib (fiber strain of concrete).

The deformation criterion of strength is used to determine concrete compression extreme fiber strain $\varepsilon_{c(1)}$ at the moment of destruction. According to this criterion, the destruction of the reinforced concrete member occurs when strain in the concrete at the furthest from the neutral axis point reaches the ultimate value. Therefore, the strength of the biaxially bended reinforced concrete column is checked under the following condition of deformation of concrete:

$$\varepsilon_{c(1)} = \varepsilon_{ca3},$$  \hspace{1cm} (8)

where $\varepsilon_{ca3}$ is the ultimate strain according to [4, Table 3.1].

The coordinates of the points of application of the $N_{Ed}$ force and the $N_{si}$ forces in the reinforcing bars in the rectangular section (Fig. 2) are determined as follows:

$$y_{Ed} = x + y - 0.5b \sin \theta - 0.5h \cos \theta,$$ \hspace{1cm} (9)

$$y_{si} = x - x_{0,si} \sin \theta - y_{0,si} \cos \theta,$$ \hspace{1cm} (10)

where $y = x \sin \theta + y \cos \theta$;

$x, y$ are the coordinates of application the force $N_{Ed}$ in coordinate system $X_cY_c$, which is placed in the geometric center of the section of the column, they are numerically equal to the eccentricities of the application of force $N_{Ed}$ about the vertical and horizontal axes of inertia of the column cross-section, respectively;

$b$ is the cross-sectional breadth of the reinforced concrete column;

$h$ is the height of the cross section of the reinforced concrete column;

$x_{0,si}, y_{0,si}$ are the coordinates of the position of the $i$-th reinforcing bar in the coordinate system $X_0Y_0$. 

---

*Fig. 1* Design scheme of the cross-section of the biaxially bended reinforced concrete column with a triangular form of the compression zone.
Substituting dependencies (3) – (10) into equations (1) – (2), two equations are obtained with unknowns $X$, $\theta$, $N_{Ed}$. In the general case of biaxial bending with axial force, the expression for determining the the neutral axis inclination angle for an elastic body is written as $\tan \theta = I_{Xc}/I_{Yc} \tan \beta$, in which $I_{Xc}$ and $I_{Yc}$ are the moments of inertia of the section about the axes $X_c$ and $Y_c$, respectively. At the same time, experimental tests [3] have shown that for reinforced concrete members, which have elastic-plastic properties, such a condition is unacceptable. Therefore, for the analytical solution of the problem it is necessary to introduce an additional condition for determining the angle $\theta$ of the neutral axis inclination.

Using the theorem of the position of internal and external forces in one plane, two dependencies for the angle $\beta$ of the inclination of the load plane to the vertical axis of inertia of the cross section in the coordinate system $X_0O_0Y_0$ can be written:

$$
\tan \beta = \frac{x_{0,s} - x_{0,cs}}{y_{0,s} - y_{0,cs}}, \quad (11)
$$

$$
\tan \beta = \frac{x_{0,s} - x_{0,Ed}}{y_{0,s} - y_{0,Ed}}, \quad (12)
$$

where $x_{0,Ed}$, $y_{0,Ed}$ are the coordinates of the application point of the force $N_{Ed}$ in the coordinate system $X_0O_0Y_0$; $x_{0,cr}$, $y_{0,cr}$ are the coordinates of the application point of the $N_c$ force in the tensile reinforcing bars in the coordinate system $X_0O_0Y_0$, which are determined by the following formulas:

$$
x_{0,s} = \sum_{i=1}^{k} \sigma_{si} A_{si} x_{0,si}, \quad (13)
$$

$$
y_{0,s} = \sum_{i=1}^{k} \sigma_{si} A_{si} y_{0,si}, \quad (14)
$$

where $\sigma_{si}$ is the stress in the $i$-th tensile reinforcing bar; $A_{si}$ is the cross-sectional area of the $i$-th tensile reinforcing bar; $x_{0,si}$, $y_{0,si}$ are the coordinates of the position of the $i$-th tensile reinforcing bar in the coordinate system $X_0O_0Y_0$; $k$ is a number of tensile reinforcing bars; $x_{0,cr}$, $y_{0,cr}$ are the coordinates of the application point of resultant force in the concrete of the triangular compression zone and in the compressed reinforcing bars in the coordinate system $X_0O_0Y_0$:

$$
x_{0,cs} = \frac{N_c x_{0,c} + N_{sc} x_{0,sc}}{N_c + N_{sc}}, \quad (15)
$$

$$
y_{0,cs} = \frac{N_c y_{0,c} + N_{sc} y_{0,sc}}{N_c + N_{sc}}, \quad (16)
$$

where $N_c$, $N_{sc}$ are the resultant forces, respectively, in the compression concrete zone and in the compressed reinforcing bars; $x_{0,c}$, $y_{0,c}$ are the coordinates of the application point of the force $N_c$ of a triangular compression zone in the coordinate system $X_0O_0Y_0$ can be calculated by the following formulas:

$$
x_{0,c} = \frac{\lambda X}{3 \sin \theta}, \quad (17)
$$

$$
y_{0,c} = \frac{\lambda X}{3 \cos \theta}, \quad (18)
$$

$x_{0,sc}$, $y_{0,sc}$ are the coordinates of the point of application of the resultant in compressed reinforcing bars in the coordinate system $X_0O_0Y_0$, which can be determined by formulas (15) – (16), in which $k$ is the number of compressed reinforcing bars.

Thus, by equating (11) and (12), it is obtained:

$$
\frac{x_{0,s} - x_{0,cs}}{y_{0,s} - y_{0,cs}} = \frac{x_{0,s} - x_{0,Ed}}{y_{0,s} - y_{0,Ed}}, \quad (19)
$$

Since the coordinates $(x_{0,cr}, y_{0,cr})$ of the point of application of the resultant $N_c$ in the compression concrete zone depend on the angle $\theta$ according to (17) and (18), equality (19) taking into account (15) and (16) is inherently a dependence, which implicitly reflects the function $\theta = f(\beta)$. It allows...
determining the angle $\theta$ of the inclination of the neutral axis in the section of the biaxially bended column.

The joint solution of equations (1) and (2), taking into account dependencies (8) and (19), makes it possible to calculate all unknown parameters of the stress-strain state of the biaxially bended reinforced concrete column at the moment of destruction for the case of a triangular compression zone that is, to solve the problem of strength analysis.

When changing the form of the compression concrete zone to a trapezoidal design scheme is converted to the form shown in Fig. 2.

Fig. 2 Design scheme of the cross-section of the biaxially bended reinforced concrete column with a trapezoidal form of the compression zone.

The difference in the analysis from the triangular form of the compression concrete zone consists in using instead of (3) and (4) the following expressions for resultant $N_c$ and $y_{Nc}$ coordinate of its application in the $XOY$ coordinate plane for the trapezoidal form of the compression concrete zone:

$$ N_c = \frac{\eta_{fcd} b}{\cos \theta} \left( \lambda x - \frac{b \sin \theta}{2} \right), $$

$$ y_{Nc} = \frac{3X^2 \left( 2 \lambda - \lambda^2 \right) - b_{eff} \sin \theta \left( 3X - b_{eff} \sin \theta \right)}{3 \left( 2X - b_{eff} \sin \theta \right)}. $$

The following formulas instead of (17) and (18) should be used to calculate the coordinates of the point of application of the resultant force in the trapezoidal compression concrete zone in the coordinate system $X_0O_0Y_0$:

$$ x_{0,c} = \frac{b (3X \lambda - 2b \sin \theta)}{3(2X - b \sin \theta)}, $$

$$ y_{0,c} = \frac{3X \lambda (X \lambda - b \sin \theta) + b^2 \sin^2 \theta}{3 \cos \theta (2X \lambda - b \sin \theta)}. $$

For the pentagonal form of the compression concrete zone (Fig. 3.) formulas (3) and (4) for resultant $N_c$ and $y_{Nc}$ coordinate of its application in the $XOY$ coordinate plane take the following form:

$$ N_c = \eta_{fcd} (A_1 + A_2 + A_3), $$

$$ y_{Nc} = \frac{1}{A_1 + A_2 + A_3} \left( A_{1}y_1 + A_{2}y_2 + A_{3}y_3 \right), $$

where $A_1 = ha; A_2 = (b-a)c; A_3 = (b-a)c/2; a = (\lambda X - b \cos \theta)/\sin \theta; c = (\lambda X - b \sin \theta)/\cos \theta; y_1 = \lambda X/2; y_2 = \lambda X - h \cos \theta/2; y_3 = X - (4\lambda X + h \cos \theta + b \sin \theta)/3$. 
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The coordinates of the point of application of the resultant force $N_c$ in the pentagonal concrete compression zone in the coordinate system $X_0O_0Y_0$ can be calculated by the following formulas:

\[
\begin{align*}
    x_{0,c} &= \frac{A_1y_{0,1} + A_2y_{0,2} + A_2y_{0,3}}{A_1 + A_2 + A_3} ; \\
    y_{0,c} &= \frac{A_1y_{0,1} + A_2y_{0,2} + A_2y_{0,3}}{A_1 + A_2 + A_3} ,
\end{align*}
\]

(26)

(27)

where $x_{0,1}=a/2$; $x_{0,2}=(b+a)/2$; $x_{0,3}=(b+2a)/3$; $y_{0,1}=h/2$; $y_{0,2}=c/2$; $y_{0,3}=(2c-h)/3$.

It is possible that all the reinforcing bars will be compressed in the pentagonal form of the compression concrete zone. In this case, the angle of inclination of the neutral axis should be determined from the conditions of coincidence of the points of application of the external force $N_{Ed}$ and the resultant force $N_c$ in the compression zone.

Differentiation of cases of a neutral axis position and, accordingly, effective forms of a compression concrete zone, which are taken into account in its height $\lambda X$, is carried out under such limit conditions:

\[
\begin{align*}
    \lambda X &\leq b \sin \theta \\
    \lambda X &\leq h \cos \theta \\
    \lambda X &> b \sin \theta \\
    \lambda X &> h \cos \theta
\end{align*}
\]

(28)

(29)

(30)

The results of calculation values of the neutral axis inclination angle $\theta$, the neutral axis depth $X$, and the strength $N_{Em}$ (ultimate axial force at definite eccentricities about vertical and horizontal axes of inertia of the column section) of the columns by obtained formulas, are compared with experimental data for 25 column samples, which were taken from [3] (Table 1).

The test data for columns with rectangular section of dimensions of 250x350 mm (Fig. 4) are used for comparison. The columns were made of various types of concrete with a mean value of compressive strength $f_{cm} = 25$ MPa, the yield point of the longitudinal reinforcement was $\sigma_y = 420$ MPa.

The coordinates of application point of external load $N_{Em}$ were changed depending on number $J$ in a column code (Fig. 4) in such a way: $J = 1$ ($x_{0,Ed} = 125$ mm, $y_{0,Ed} = 0$ mm); $J = 2$ ($x_{0,Ed} = 62.5$ mm, $y_{0,Ed} = 0$ mm); $J = 3$ ($x_{0,Ed} = 0$ mm, $y_{0,Ed} = 0$ mm); $J = 4$ ($x_{0,Ed} = 0$ mm, $y_{0,Ed} = 62.5$ mm).
Table 1  Comparison of the results of theoretical strength calculations of biaxially bended reinforced concrete columns with experimental data [3].

<table>
<thead>
<tr>
<th>Sample code</th>
<th>Neutral axis inclination angle ( \theta ), (^{\circ})</th>
<th>Neutral axis depth ( X ), mm</th>
<th>Destructive force ( N_{Em}, \text{kN} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>K1-1.1</td>
<td>-20.0</td>
<td>-20.7</td>
<td>0.97</td>
</tr>
<tr>
<td>K1-1.2</td>
<td>33.8</td>
<td>35.6</td>
<td>0.95</td>
</tr>
<tr>
<td>K1-1.3</td>
<td>48.8</td>
<td>53.0</td>
<td>0.92</td>
</tr>
<tr>
<td>K1-2.1</td>
<td>-21.0</td>
<td>-20.2</td>
<td>1.04</td>
</tr>
<tr>
<td>K1-2.2</td>
<td>34.0</td>
<td>33.0</td>
<td>1.03</td>
</tr>
<tr>
<td>K1-2.3</td>
<td>49.2</td>
<td>54.2</td>
<td>0.91</td>
</tr>
<tr>
<td>K1-3.1</td>
<td>-23.0</td>
<td>-22.6</td>
<td>1.02</td>
</tr>
<tr>
<td>K1-3.2</td>
<td>34.0</td>
<td>32.9</td>
<td>1.03</td>
</tr>
<tr>
<td>K1-3.3</td>
<td>49.2</td>
<td>54.5</td>
<td>0.90</td>
</tr>
<tr>
<td>K2-1.1</td>
<td>-10.0</td>
<td>-11.7</td>
<td>0.85</td>
</tr>
<tr>
<td>K2-1.2</td>
<td>25.4</td>
<td>29.6</td>
<td>0.86</td>
</tr>
<tr>
<td>K2-1.3</td>
<td>38.5</td>
<td>50.0</td>
<td>0.77</td>
</tr>
<tr>
<td>K2-2.1</td>
<td>-10.8</td>
<td>-12.0</td>
<td>0.90</td>
</tr>
<tr>
<td>K2-2.2</td>
<td>25.7</td>
<td>30.6</td>
<td>0.84</td>
</tr>
<tr>
<td>K2-2.3</td>
<td>37.1</td>
<td>50.1</td>
<td>0.74</td>
</tr>
<tr>
<td>K2-3.1</td>
<td>-10.9</td>
<td>-10.9</td>
<td>1.00</td>
</tr>
<tr>
<td>K2-3.2</td>
<td>25.7</td>
<td>28.2</td>
<td>0.91</td>
</tr>
<tr>
<td>K2-3.3</td>
<td>37.1</td>
<td>50.6</td>
<td>0.73</td>
</tr>
<tr>
<td>K2-3.4</td>
<td>48.8</td>
<td>65.5</td>
<td>0.74</td>
</tr>
<tr>
<td>K4-1.1</td>
<td>-12.0</td>
<td>-12.1</td>
<td>0.99</td>
</tr>
<tr>
<td>K4-1.2</td>
<td>32.5</td>
<td>34.4</td>
<td>0.94</td>
</tr>
<tr>
<td>K4-1.3</td>
<td>45.4</td>
<td>53.4</td>
<td>0.85</td>
</tr>
<tr>
<td>K4-1.4</td>
<td>53.8</td>
<td>68.2</td>
<td>0.79</td>
</tr>
<tr>
<td>K4-3.1</td>
<td>-13.7</td>
<td>-16.0</td>
<td>0.86</td>
</tr>
<tr>
<td>K4-3.2</td>
<td>32.2</td>
<td>37.9</td>
<td>0.85</td>
</tr>
</tbody>
</table>

The position of the neutral axis in the cross section of the experimental columns was determined using diagrams of strains of reinforcement and concrete, constructed according to the readings of strain gauges, which were glued on longitudinal reinforcing bars and on the concrete surface.
Schemes of reinforcement and loading of samples of columns at biaxial bending.

4 Conclusions

The general method of structural analysis of reinforced concrete columns under axial load and biaxial bending is based on clear physical and geometric laws and does not contain simplifications that would significantly affect the result of the calculation. Analytical dependences for calculation of all parameters of the stress-strain state of biaxially bended columns at the moment of its destruction are received on the basis of the carried out theoretical researches. Dependences for any form of the compression concrete zone, which can be formed in rectangular section of a column, are deduced. The formed analytical apparatus is simple and can be implemented in any computer environment. The results of comparison of the calculations with experimental data indicate sufficient accuracy and feasibility of applying the developed method in practice.
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Abstract
Deflection of reinforced concrete (not prestressed) structures is influenced by many parameters. Short term deflection is most affected by modulus of elasticity and by cracks in concrete. Long term deflection is in addition affected by shrinkage and creeping of concrete. At real structures we often encounter larger deflection than it is assumed in structural analysis. Sometimes this phenomenon tends to be explained by lower value of modulus of elasticity than that which is recommended in design standards. But usually the larger deflection is caused rather by too small thickness of the slab or small depth of the beam. The paper deals with behaviour of concrete slabs under bending moment load. It explains causes and their proportions of large deflections, especially long-term deflections.

1 Introduction
In assessment of concrete structures in serviceability limit states, linear distribution of strain and stress in the section is used, except areas in tension, where crack development is assumed. In calculation of deformations mostly the mean value of modulus of elasticity is used. The same value is also used in assessment in ultimate limit states because it is difficult to determine if its higher/lower value is favourable/unfavourable. In ultimate limit state state the influence of the modulus of elasticity is negligible; the methods are mostly based on equilibrium. Following text deals with impact of modulus of elasticity on deflection of concrete structures.

2 Modulus of elasticity in static analysis
Modulus of elasticity is one of basic inputs in structure analysis. Most calculations are based on assumption that the structure behaviour is elastic. Under service conditions, stress in structures are small and behaviour of materials is linear. Therefore, the validity of Hook’s law can be assumed.

\[ \varepsilon_e = \frac{\sigma}{E} \]  

where \( \varepsilon_e \) is elastic deformation, \( \sigma \) is stress and \( E \) is modulus of elasticity. So the modulus of elasticity is a basic parameter for calculation of deformation (deflection) of structures.

In structural analysis, modulus of elasticity is recommended in design codes. For example, in Eurocode 2 [1] the modulus of elasticity is defined just by its mean value. It is determined as value of secant modulus of elasticity at stress corresponding to 40% of mean value of concrete strength. This value is stated as approximate and it can be modified in dependence on the used aggregate. After this adjustment it is still approximate mean value of modulus of elasticity. Modulus of elasticity increases with concrete strength that increases with time. Based on agreement, in calculations values of modulus of elasticity and strength for age of 28 days are used if there is no need for more detailed analysis.

For determination of long-term behaviour of structure creep of concrete needs to be involved in the calculations. Mostly it is reflected by creep coefficient which denotes ratio between delayed deformation (creeping) and elastic deformation at constant stress. Therefore, also long-term deformation depends on modulus of elasticity.

\[ \varepsilon(t, t_0) = \frac{\sigma}{Ec} [1 + \varphi(t, t_0)] \]
where $E_c$ is tangent modulus of elasticity (assumed as $1.05 \ E_{cm}$), $\varphi$ is creep coefficient, $t_0$ is age of concrete at the time when load is applied and $t$ is age of concrete at time when we calculate deformation $\varepsilon(t,t_0)$.

### 3 Effect of modulus of elasticity on behaviour of concrete structures

Generally, structures are checked in two limit states: serviceability limit state and ultimate limit state. In serviceability limit state elastic behaviour of structures is assumed. It allows for using linear elastic calculations including the principle of superposition and the principle of proportionality. Development of cracks in the section leads to change of section stiffness that must be included to the calculation of deformations. On other hand the crack development has only small effect on internal forces since the redistribution of internal forces due to cracking is usually neglected.

In ultimate limit state non-linear behaviour of materials is assumed. In order to make the analysis easier it has been accepted to determine internal forces assuming linear behaviour (including principles of superposition and proportionality). But sections are assessed assuming non-linear behaviour of materials. Non-linear analyses of internal forces are carried out sporadically. Such calculations are very sophisticated and principles of superposition and proportionality cannot be applied.

#### 3.1 Statically determinate structures

In statically determinate structures the internal forces are determined by static equilibrium equations. Internal forces are not dependent on properties of materials and structures. Therefore, internal forces are not dependent on modulus of elasticity. That’s why modulus of elasticity has no effect on internal forces and also has no effect on dimensioning of structure elements. But in calculation of deformations, the modulus of elasticity plays a key role. Lower modulus of elasticity leads to higher deformations, rotations and deflections.

#### 3.2 Statically indeterminate structures

In statically indeterminate structures the internal forces are determined by both, static equilibrium equations and compatibility of deformations – thus by modulus of elasticity. If the modulus of elasticity is the same in the whole structure (homogenous structure) it does not influence distribution of internal forces. But there are only few such structures. Mostly, the structures are not homogeneous and the value of modulus of elasticity influences both, internal forces and deformations.

#### 3.3 Effect of modulus of elasticity on deflection of reinforced concrete structure

Deflections of concrete structures are influenced by many parameters. Short-term deflections are influenced especially by crack development and by modulus of elasticity. Above that, long-term deflections are influenced by creeping and also by shrinkage when the section is reinforced unsymmetrically.

At real structures (especially building structures) we often encounter larger deflection than it is assumed in structural analysis. Sometimes this phenomenon tends to be explained by lower value of modulus of elasticity than is stated in design standards. But usually the larger deflection is caused rather by small thickness of the section/slab. It leads to more significant crack development which causes increase of the deflection.

The following example shows impact of modulus of elasticity and impact of cracking of concrete on deflection of a reinforced concrete slab. To make the example transparent, the simply supported concrete slab has been considered. The thickness of the slab is 200 mm, the span is 4800 mm, and the concrete cover is 30 mm. The slab is reinforced by $\phi16@150$ mm and is made from concrete of the strength class C30/37. The slenderness of the slab is approximately 29 and the reinforcement ratio is 0.83%. Creep coefficient is assumed by value 1.93 (for RH=70% and $t_0=28$ days).

This example is divided in two parts. In the first step, deterministic calculations were carried out. The short term and long-term deflections were calculated for both stages of sectional performance - cracked and uncracked, and for two values of modulus of elasticity. The first value of modulus of elasticity was taken from Eurocode 2 (32.8 GPa) and the second value is by 4 GPa lower (28.8 GPa). Results are shown in Table 1 and also at Fig. 1. In the analysis it was assumed the stiffness of section varies with length – sections near supports where the cracks don’t develop are assumed with full stiffness whilst section in the middle of span are assumed with reduced stiffness.
Table 1 Overview of calculation results

<table>
<thead>
<tr>
<th></th>
<th>Short-term deflection [mm]</th>
<th>Long-term deflection [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>E = 32.8 GPa</td>
<td>E = 28.8 GPa</td>
<td>E = 32.8 GPa</td>
</tr>
<tr>
<td>Cracked section</td>
<td>11.54</td>
<td>16.32</td>
</tr>
<tr>
<td>Uncracked section</td>
<td>3.01</td>
<td>8.18</td>
</tr>
</tbody>
</table>

Fig. 1 Deterministic short-term and long-term deflection of the slab

From the performed calculations it was found out:

- As known, considering only elastic deflection is not correct. When including influence of crack development in this example, short-term deflection increases about 4 times, long-term deflection increases about 2 times.
- If the influence of crack development is considered then the modulus of elasticity has only very small influence on deflection (about 3% for short-term deflection, about 5% for long-term deflection).
- For determination of the deflection the influence of crack development is decisive. Influence of lower modulus of elasticity is significantly lower.

In the second step statistical analysis was carried out. The slab was divided into 6 elements in the longitudinal direction. In each element, the modulus of elasticity and the tensile strength of concrete were considered to be variable. The Latin Hypercube Sampling (LHS) method was used. Following three alternatives of analysis were carried out:

- Only the modulus of elasticity was variable (the tensile strength was constant).
- Only the tensile strength was variable (the modulus of elasticity was constant).
- Both, the modulus of elasticity and the tensile strength were variable.

The results of statistical calculations are summarised in Table 2. In the table, mean values and variation coefficients of short-term and long-term deflection are shown. There are also shown mean values and variation coefficients of inputs. The modulus of elasticity and its variation coefficient were taken from a set of about 70 measurements of modulus of elasticity (concrete class C30/37) carried out in different concrete plants in the Czech Republic [2]. Measurement results are shown in Fig. 2. Linear regression of $E_c$ is gained by least squares method. The tensile strength and its variation coefficient were taken from Eurocode 2 [1]. Assumed cumulative distribution functions of modulus of elasticity and of tensile strength of concrete are shown at Fig. 3.
Fig. 2 Measured modulus of elasticity of real concrete, taken from [2]

Fig. 3 Assumed cumulative distribution functions of the modulus of elasticity and of tensile strength of concrete used in calculations

Table 2 Short-term and long-term deflections [mm] and their variation coefficients [%] based on variable modulus of elasticity and tensile strength – cracked section

<table>
<thead>
<tr>
<th></th>
<th>Modulus of elasticity</th>
<th>Tensile strength</th>
<th>Short-term deflection</th>
<th>Long-term deflection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean value [GPa]</td>
<td>Variation c. [%]</td>
<td>Mean value [MPa]</td>
<td>Variation c. [%]</td>
</tr>
<tr>
<td>Variable modulus of</td>
<td>34.7</td>
<td>10.3</td>
<td>2.90</td>
<td>0.0</td>
</tr>
<tr>
<td>elasticity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variable tensile</td>
<td>34.7</td>
<td>0.0</td>
<td>2.90</td>
<td>15.5</td>
</tr>
<tr>
<td>strength</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variable both, modulus</td>
<td>34.7</td>
<td>10.3</td>
<td>2.90</td>
<td>15.5</td>
</tr>
<tr>
<td>and strength</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As shown in the Table 2, the influence of the modulus of elasticity on slab deflection is small, similarly to the first part of this example. From the statistical analysis it was found out:

- Although the modulus of elasticity has a variation coefficient about 10.3%, the variation coefficient of a short-term deflection is 1.0%, and 1.6% for long-term deflection
The influence of the variable tensile strength (crack development) is more significant, but the variability of deflection (both, short-term and long-term) is lower than variability of tensile strength. The variation coefficient of a short-term deflection is 4.5% and of a long-term deflection 3.1%, while the variation coefficient of a tensile strength is 15.5%.

When considering a variable modulus of elasticity and a variable tensile strength, the influence of a variable modulus of elasticity is negligible, since the influence of a variable tensile strength is clearly dominant.

Variation coefficient of long-term deflection is relatively small which doesn’t match a reality. It is caused by assuming constant creep coefficient in the calculation. If the creep coefficient had been assumed as variable, the variability of long-term deflection would significantly increase. There was an aim to show primarily the influence of a modulus of elasticity and of a crack development, therefore the creep coefficient was assumed intently to be constant.

One more analysis was made to show the influence of a variable modulus of elasticity on deflection when the section is uncracked (maximum bending moment on the slab in lower than cracking moment). In this case only variability of modulus of elasticity was assumed. Results are shown in the Table 3. We can see a similar behaviour as in previous examples can be observed. The variation coefficient of deflections (short-term and long-term) is approximately 2.5 times lower than variation coefficient of modulus of elasticity (again a constant creep coefficient is assumed).

Table 3 Short-term and long-term deflections [mm] and their variation coefficients [%] based on variable modulus of elasticity – uncracked section

<table>
<thead>
<tr>
<th>Modulus of elasticity</th>
<th>Tensile strength</th>
<th>Short-term deflection</th>
<th>Long-term deflection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean value [GPa]</td>
<td>Variatio n c. [%]</td>
<td>Mean value [MPa]</td>
<td>Variatio n c. [%]</td>
</tr>
<tr>
<td>Variable modulus of</td>
<td>34.7</td>
<td>10.3</td>
<td>-</td>
</tr>
</tbody>
</table>

Results of the calculations are also shown at Fig. 3. The diagram shows a distribution of probability of short-term and long-term deflections involving the influence of distribution of probability of inputs – the modulus of elasticity and the tensile strength. From the figure, it is evident that deflection has lower variability than inputs.

Fig. 4 Probability distribution of deflections in dependence on scatter of the modulus of elasticity and of the concrete tensile strength (creep coefficient is assumed to be constant)
4 Conclusion
A modulus of elasticity is a basic parameter for calculation of deflection of reinforced concrete structures. It has impact on determination and distribution of internal forces on statically indeterminate structures. Therefore, it is necessary to specify the modulus of elasticity in design codes. A modulus of elasticity has a large scatter which has a significant effect especially on deformations of structures with entire section in action (i.e. without cracks), for example prestressed structures. At reinforced concrete structures, the influence of crack development and the tensile strength variation prevails over the influence of a variability of the modulus of elasticity.

If a actual deflection of concrete structures is larger than that determined by the structural analysis, there is a high probability that the influence of cracking or creeping was not involved in the calculation correctly.

It should be noted that although results stated above are valid for a given slab, they illustrate the general behaviour and may be easily extrapolated for other reinforced concrete structures.

At prestressed concrete structures with uncracked sections, it is necessary to take the variability of the modulus of elasticity into account. The measured values (Fig. 2) illustrate a large statistical scatter of the modulus of elasticity.
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Abstract
The aim of the study, which is being carried out, is to improve the methodology for calculating the bearing capacity of stone structures under the combined action of horizontal and vertical loads. The use of the theory of plasticity and the principle of virtual speeds makes it possible to more accurately take into account the influence of determining factors on the masonry strength, to increase the reinforcement efficiency and the serviceability of stone buildings. The dependence of the strength of the masonry under crushing-splitting was established on the length of the lintel area of bearing on separation partitions and the effective level of compression of the masonry was determined. The values of the design resistance to crushing-splitting along the inclined section are given for various ratios of horizontal and vertical loads.

1 Introduction
Buildings with load-bearing brick walls are widely spread in civil engineering. They, as a rule, are under the combined action of vertical and horizontal loads. Among the latter, seismic impacts play the most significant role.

The territory of Ukraine is located in three seismically active zones, which include: the southern coast of Crimea, Transcarpathia (northeastern Carpathians) and the most powerful, one of the most seismically dangerous – the Romanian Vrankh zone. It is here that the power of earthquakes can reach maximum marks – 6–9 points.

The issue of determining the bearing capacity of reinforced concrete elements of frame structural systems in complex deformations was investigated in [1], [2]. During calculating the strength of masonry, there is ambiguity. An analysis of the effects of earthquakes made it possible to identify the main damage patterns of brick structures [3] depending on the direction of application and the ratio of the horizontal and vertical components of the load (Fig. 1 top): when the direction of the horizontal load is parallel to the longitudinal walls with a small value of the vertical load, inclined cracks in the separation partitions and in the areas under the slots, as well as horizontal cracks in the separation partitions at the top and bottom of the slots, are observed; at large vertical accelerations, there are inclined cracks in wide pylons with horizontal sections in the masonry between the slots and the failure of the lintels are observed; in the case of a load perpendicular to the longitudinal walls in the transverse walls with slight vertical accelerations in the presence of slots, inclined cracks form in the separation partitions and bands between the windows, as well as horizontal cracks in the separation partitions at the top and bottom of the slots – the damage is most developed on the lower floors.

So, one of the most vulnerable structures of brick buildings are the separation partitions.

2 Stages of deformation of brick walls and methods for their calculation
The separation partitions of the building during operation can be at different stages of deformation. In [3], three stages are distinguished (Fig. 1 bottom).

At the first stage of masonry deformation, when seismic forces are small, separation partitions work together with a window band over the entire contact area. The vertical load is transferred from the upper separation partition to the lower along the entire horizontal section.

Subsequently, in the tensile zones of the horizontal section of the separation partition at the levels of the upper and lower part of the slots adjacent to them, cracks form, the masonry monolithic is broken – this is the second stage of work. At this stage, the transmission of vertical and horizontal loads in the indicated sections is carried out only at a length of $a_c < 2a$ (where $a$ is half the width of...
the separation partition). With an alternating horizontal load due to the formation of cracks, adhesion in the masonry is broken along the entire contact above and below the separation partition.

The third stage is characterized by a reduction in the length of the compressed zone and the formation of a diagonal crack in the separation partitions.

The different deformation of separation partition on different floors of the building can be associated with a change in the value and ratio of vertical and horizontal loads, strength and stiffness of the separation partition (Fig. 1 top).

According to [4], in the case of shear forces in the horizontal plane, the following types of failure are realized: shear (sliding), displacement with splitting, and bending. The shear occurs along the horizontal plane behind the seam (Fig. 2 left) or along a broken crack, which has horizontal and vertical sections (Fig. 2 right). Failure, which is accompanied by diagonal splitting (Fig. 3 left), occurs in the case of reduced brick strength. And also in walls, bending is observed, which is accompanied by the crushing of stones in the zone of compression or turning of the wall (Fig. 3 right). It is associated with subsidence of the walls, and not dominant for unreinforced masonry.
The most common monolithic masonry violation under the combined action of vertical and horizontal loads is failure along an inclined section.

Calculation of masonry walls that absorb vertical and horizontal loads, including wind and seismic loads, for shear, crushing, eccentric compression by bandaged and not bandaged section is carried out according to the formulas obtained on an empirical basis. They include a number of factors and components that decrease or increase the design resistance and differ in the standards of different countries [5], [6]. These dependencies do not allow to fully take into account the influence of determining factors.

As a theoretical base for calculating the strength of a wall under the combined action of vertical and horizontal base, the application of the theory of plasticity is promising.

3 Preconditions for the application of the theory of plasticity

For masonry at the stage of failure, the plasticity premise is applied and the model of a rigid plastic body is used [7].

Since stone structures work mainly on compression, the “pseudo-plastic” failure, which is accompanied by an increase in the volume (dilatancy) of the material, is of primary practical importance.

The kinematic failure mechanism, which is the basis of the calculation, considers the parts separated by the local area of plastic strain, which mutually move like hard disks due to its localization [8], [9]. Moreover, the development of plastic strain in the danger zone of the body until the ultimate load is reached occurs in a practically finite range of its value. A prerequisite for the implementation of the ultimate kinematic mechanism is the development of plastic strains in its most deformed and stressed area, which completely intersects the body and divides it into parts.

The development of kinematic mechanisms in pseudo-plastic bodies is associated with the formation of a layer of localization of irreversible strains, which can also be called the displacement surface. Its importance is that it serves as a justification for the use of velocity discontinuity surfaces, which make it relatively easy to obtain a solution to strength problems.

In the process of implementing the kinematic mechanism, external forces work on irreversible strains of a more compliant layer, while strains in more rigid elastic parts do not significantly affect the load resistance. The above creates the conditions for the use of a rigid-plastic body model. The sizes of the areas of inelastic strains are unknown in advance and are calculated from the ultimate load [10]–[12].

The plastic state is determined by the condition of plasticity as a relationship between the ultimate stresses that are achieved in the area of plastic strains. The strength condition is considered as a plastic potential.

A qualitative criterion for applying the theory of plasticity to stone structures is the possibility of at least a momentary existence of the plasticity condition over the entire area of the limit state of the masonry, the development of which is necessary for the transformation of the body into a kinematic mechanism. The rationale for the qualitative criterion for the possibility of applying the theory of plasticity to calculate the strength of reinforced concrete structures with externally brittle character of the failure is described in [10].

The relationship between strain rates and stresses is found from the associated law of yield:

$$\dot{\xi}_j = \lambda \frac{\partial F}{\partial \sigma_j}$$

where \(\lambda = \xi/m, \xi\) is strain rate, \(m=f_c-f_t, \) here \(f_c\) and \(f_t\) are the resistances of the masonry to compression and tension.

The character of the stress-strain state of the reinforcement is taken depending on the state of the masonry that surrounds it. Reinforced stone structures and elements that have such a reinforcement intensity that the ultimate state of reinforcement is reached at the stage of masonry failure are considered. The power of plastic strain of reinforcement \(W_s\) reduced to a unit area \(S_i\) is found as a function of discontinuities (jumps) of the tangent and normal to failure surface for the velocity components.

4 Variational calculation method

When choosing as the basic for the calculation through the insufficient knowledge of the descending branch of the stress-strain relationship for masonry the theory of plasticity takes priority. Its use as a calculation apparatus allows us to consider elements in the failure stage, to use simplified physical and mechanical dependences with a section corresponding to the state of ideal plasticity. Moreover,
the required accuracy of the calculations is ensured by the use of kinematic schemes (failure mechanisms) of elements that are close to reality. The combination of simplicity and accuracy with the presence of the developed calculation apparatus makes the variational method in the theory of plasticity [13] attractive for use.

At the National University «Yuri Kondratyuk Poltava Polytechnic», a variational method in the theory of plasticity is developed to calculate the strength of masonry during crushing-splitting and shearing, which is based on the consideration of the failure stage and takes into account the complete set of influence factors [8], [14]. Diagonal failure can be considered as bilateral crushing-splitting (shear-cut-off) of masonry. In this case, the failure surface consists of two shear planes along the edges of the wedge, which is formed under the loading platform, and the failure splitting areas connecting the corners of the wedges. An important issue in the application of the technique is the designation of the dimensions of the loading platform, significantly affects the strength.

The masonry strength condition of Balandin - Geniev [15] is accepted as a plastic potential, which in tensor form has a simple expression:

\[ F(\sigma) = T^2 + m\sigma - T^2_{wh} = 0 \] (2)

where \( T^2_{wh} = f_{df}/3 \), \( T \) is the shear stress intensity, \( \sigma \) is the average stress. Under two-dimensional stress state, condition (2) is geometrically an ellipse.

The functional of the method for a stone element in a two-dimensional stress state is:

\[ J = \int m \left[ 2B \sqrt{1 + \left( \frac{\Delta V_n}{\Delta V_t} \right)^2 - 1} \right] \Delta V_n ds - \int f_i V_i ds_i \] (3)

where \( B^2 = (1 + \chi/l(1-\chi^2)/3) \), \( \chi = f_{d1}/f_{d2} \), \( f_i \) are the specified forces on parts \( S_i \) of the surface of the body; \( S_f \) – the surface of failure; \( \Delta V_t \), \( \Delta V_n \) – discontinuities (jumps) of the tangent and normal to the \( S_i \) of the velocity components.

Problem-solving in discontinuous velocity functions is used.

5 Masonry reinforcement

For increasing the bearing capacity of brick walls, the most effective are measures to contain the transverse strains of the masonry. It is known that brick walls are reinforced with steel clips [16] and clips with composite materials [17], polystyrene concrete applications, shotcrete and concrete spray [18]–[21]. To ensure the joint work of the main structure and reinforcing elements using applications, depending on the required value of the increase in the bearing capacity, the use of concrete micro- or extended keys formed in pre-prepared horizontal toothings, as well as reinforcing anchor bars [22]. Modern technologies of the international concern “Sika” [23] allow us to create and apply new materials with enhanced mechanical properties, such as carbon fiber ribbons, as reinforcing elements.

During diagonal crushing-splitting, the strips are placed horizontally or in a direction perpendicular to the direction of crack development (Fig. 4). During calculating, the reinforcing is considered as external reinforcement.

An additional term is introduced into the functional of the variational method, which takes into account the deformation capacity of carbon fiber at given speed.

The limit of failure resistance under the loading platform expressed through unknown parameters \( k \) and \( \tan \gamma \) is calculated as:

\[
\frac{f_{loc}}{m} = \frac{2B \sqrt{(k - tg \gamma)^2 + 0.25(1 + ktg \gamma)^2} - (k - tg \gamma)}{tg \gamma} + f_{d1} k (atg \gamma - 1) + \frac{(2A_1 + A_2)\sigma_y k}{Bl_{loc} m} = 0
\] (4)

here \( F_{n} \) is the resultant load; \( t \) is the thickness of the separation partition; \( l_{loc} \) is the width of the loading platform; \( k = V_1/V_2 \), here \( V_1 \) and \( V_2 \) are the speeds of rigid disks 1 and 2 in the kinematic scheme; \( \gamma \) is the angle of inclination of the failure surface in the compressed zone to the vertical; \( f_{d2} \) is masonry resistance to the main tensile stress; \( \alpha = 0.5 l_{loc} \), \( l \) is the length of conditional inclined strip of the calculated inclined section of the separation partition; \( f_{sid} \) and \( A \), respectively, is the design tensile strength and the total cross-sectional area of the reinforcement element.
The results of calculating the characteristic values of the relative strength of the separation partitions by the variational method in the theory of plasticity for different ratios of horizontal and vertical loads are given in Table 1.

Table 1  Relative failure resistance of masonry $\alpha_{loc}=f_{loc}/f_d$ for various compressive and tensile strengths during calculating the value of the vertical component of the ultimate force, which perceives the separation partition.

<table>
<thead>
<tr>
<th>The masonry design resistance (by compression $f_{cd}$, MPa)</th>
<th>$h/l_{loc}$</th>
<th>Relative compression stress $\sigma/f_d$</th>
<th>Raito $S_{Ed}/N_{Ed}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.16</td>
<td>0</td>
<td>1.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>1.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>2.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.6</td>
<td>2.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.7</td>
<td>2.98</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>1.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>3.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>4.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.6</td>
<td>5.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.7</td>
<td>5.75</td>
</tr>
<tr>
<td>1.7</td>
<td>0.25</td>
<td>0</td>
<td>1.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>1.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>2.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.6</td>
<td>2.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.7</td>
<td>2.97</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>1.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>3.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>4.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.6</td>
<td>5.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.7</td>
<td>5.73</td>
</tr>
<tr>
<td>2.2</td>
<td>0.3</td>
<td>0</td>
<td>1.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>1.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>2.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.6</td>
<td>2.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.7</td>
<td>2.97</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>2.98</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>4.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.6</td>
<td>5.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.7</td>
<td>5.69</td>
</tr>
</tbody>
</table>
To select the reinforcement and the value of the compression stresses $\sigma_c = \sum N_s / (th)$ where $N_s = f_{yd} A$, it is recommended to use formula (4) and the data from Table 1 subject to condition $\alpha_{loc} f_{d} A_{loc} \geq N_{Ed}$.

The analysis of the character of the failure of the separation partitions, the kinematic scheme (Fig. 4) and the data in the Table 1 shows that: the maximum level of compressive stress of the masonry should not exceed $f_{d} / \alpha \leq 0.7$; to increase seismic resistance in order to include it into work of masonry sections under the slots, the angle of inclination of the diagonal of the separation partition to the vertical should not exceed the value of the direction angle of the resultant load; to reduce the influence of stress concentration and increase the strength of the compressed masonry directly under the lintel, the length of its area of bearing is recommended to increase compared to buildings operated in non-seismic regions.

### 6 Conclusions

The effectiveness of reinforcing stone structures is largely determined by the accuracy of the calculation. The use of the variational method in the theory of plasticity makes it possible to justifiably determine the value of compression stresses necessary to ensure the strength of the masonry under the combined action of horizontal and vertical loads and to designate the final gain solution.

The resistance of the masonry separation partition under crushing-splitting is affected by the level of compression stress and the length of the lintel area of bearing. The most effective masonry works with compression $\sigma = 0.7 f_{d}$. Increasing the width of the lintel area of bearing increases the bearing capacity of the separation partition. During the new designing, restoration and reconstruction of existing earthquake-resistant buildings with bearing stone walls, it is recommended to set the dimensions of the separation partition with the condition that the ratio of the width of the separation partition to its height doesn’t exceed the value of the horizontal to vertical load ratio $b / h \geq S_{Ed} / N_{Ed}$.
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Abstract
Progressive collapse resistance of a building structure is often investigated by the notional removal of one or more vertical load bearing elements from the structural system. Usually, a nonlinear dynamic analysis is needed to perform such an analysis. To avoid the complex nonlinear dynamic analysis, the energy-based method (EBM) is a promising method to predict the maximum dynamic responses of a structural system, where the dynamic load-bearing capacity curve is derived from the static load-displacement curve based on the principle of energy conservation. In this contribution, the performance of the EBM is evaluated based on a validated finite element model of a tested RC slab. Subsequently, 60 samples are generated by using Latin Hypercube Sampling (LHS), taking into account probability distributions for the most important variables. Both static analyses and direct dynamic analyses are executed for every sample set. Based on the results of the stochastic analyses, the EBM is observed to perform well. Furthermore, in the analyzed case study, the model uncertainty of the ultimate load-bearing capacity obtained through the EBM compared to direct dynamic analysis is found to be represented well by a lognormal distribution with mean (i.e. bias) of 0.96 and a standard deviation of 0.13. Model uncertainties are also obtained in relation to ultimate displacements and displacements at different load levels.

1 Introduction
The Alternative Load Path (ALP) method is a widely used method for robustness assessments based on the notional member removal concept [1][2]. A sudden column removal scenario is usually used in the ALP method to check the capability of the structural system to develop alternative load paths to redistribute the unbalanced forces [3][4]. However, the analysis of such an event is complex since both nonlinear behaviors and dynamic effects are involved. Although a direct nonlinear dynamic analysis can provide an accurate result, it requires significant numerical expertise to perform the analysis and introduces high computational demands.

The energy-based method (EBM) is an alternative simplified approach for such kind of analysis, without the need to carry out any direct dynamic analyses. The EBM is based on the principle of conservation of energy, which makes it easy to understand and apply. This approach has been validated when applied to sudden column removal scenarios [5]-[8].

The EBM is based on several simplifications and, therefore, an approximate result is obtained which is a compromise between accuracy and complexity. Furthermore, several uncertainties exist within structural analysis which may have a significant influence on the overall behavior. Nevertheless, most of the existing studies neglect this [2][9][10] and therefore a probabilistic analysis might yield a more comprehensive evaluation of the performance of the EBM.

Consequently, this paper aims at evaluating the performance of the EBM. Firstly, the EBM is introduced in detail. Afterwards, a numerical model is built based on the experimental results of a RC slab to validate the EBM. Next, stochastic analyses are executed to evaluate the EBM in a probabilistic way and quantify the model uncertainty. Finally, concluding remarks are presented.

2 The energy-based method
Conservation of energy must be satisfied for a structural system undergoing deformations. Considering this, the energy-based method (EBM) can be easily described in physical terms [5][6]. Assuming a structural system subjected to a sudden column removal at a certain moment in time, the equilibrium for the gravity load and external loads will not be satisfied any more due to the unbalanced forces...
originating from the column before the removal. Thus, the structure accelerates, deforming in order to accommodate the unbalanced loads. The released gravity potential energy during this moving process is transferred into strain energy and kinetic energy, increasing the velocity of the system until a maximum velocity is reached. Beyond this point, the upward forces resulting from the stress-strain state exceed the downward forces from the gravity loads and the external loads. The structure slows down again, while the additional absorbed strain energy leads to a reduction in the kinetic energy. Finally, the kinetic energy is reduced back to zero (i.e. the velocity is equal to zero). Neglecting the energy dissipated by other sources such as heat, the absorbed strain energy then equals the released potential energy and enables to quantify the maximum deflection.

![Diagram](image)

Fig. 1 Concept of the energy-based method (a) [6]; test set-up (b) [11]; detail of half of the test set-up and the corresponding FE model (c).

To apply the EBM, the strain energy is calculated first through a quasi-static nonlinear pushdown analysis. The strain energy is equal to the area under the static load-deflection curve (see Fig. 1 (a)). Considering that the released potential energy from the loads at the displacement $u_d$ and the internal stored strain energy are equal at the same displacement level, i.e. the hatched rectangular area corresponding to $(u_d, Q_d)$ equals the hatched area under the static load-deflection curve until $(u_s, Q_s)$, the dynamic load $Q_d$ can be mathematically calculated by using (1),

$$Q_d(u_d) = \frac{1}{u_d} \int_0^{u_s} Q_s(u) du$$

where $Q_d$ is the load in the dynamic load-deflection curve; $Q_s$ is the load in the static load-deflection curve; $u_d$ is the peak dynamic deflection; and $u_s$ is the static deflection.

### 3 Validation of the energy-based method

#### 3.1 Finite element model

An experiment on a real-scale one-way slab subjected to a removal of a support [11] is employed to develop a finite element model (FEM). The test set-up is illustrated in Fig 1 (b). The total length of the slab was 14.3m with two inner spans of 4m and two outer spans of 3.15m. The width of the specimen was 1.8m. Concrete of class C30/37 was used, while the flexural reinforcement consisted of 16 bars of type S500 with a nominal diameter of 10mm for both top and bottom reinforcements. The concrete cover was 20mm. Material properties of both the concrete and the steel are summarized in Table 1. In addition, only the inward movements were restrained by heavily reinforced edge beams at two ends of the slab since the experiment aimed at investigating tensile membrane action only. Additional details can be found in the related paper [11].

The FE software Abaqus is employed to perform the numerical analysis. Considering the symmetry of both geometry and loading, a 2D plane stress FEM of half of the slab is modelled. As cracks are expected to occur all over the slab, a dense mesh is applied, i.e. 8 elements through the slab depth, see Fig. 1 (c) and 2 (d). 4-node bilinear plane stress quadrilateral elements (CPS4R) are used to model the concrete. The parabolic stress-strain relationship is implemented for concrete in compression, while the
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Hordijk tension softening model is used for concrete in tension, see Fig. 2 (a) and (b) [12]. The concrete damaged plasticity (CDP) model is used. For the reinforcement, 2-node linear truss elements (T2D2) are applied assuming perfect bond to the neighboring concrete elements. A multi-linear stress-strain relationship based on laboratory testing is employed for the reinforcement, i.e. the strain hardening of steel is considered as an elastic-plastic model which explicitly includes a sudden decrease in strength at rupture of the reinforcement bars to enable to model the observed failure phenomenon of the slab, see Fig. 2 (c). The parameters from Table 1 are used.

Table 1  
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Concrete</td>
<td>Steel</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_{c}$ (MPa)</td>
<td>$E_{ci}$ (GPa)</td>
<td>$f_{s}$ (MPa)</td>
<td>$f_{i}$ (MPa)</td>
<td>$\varepsilon_{u}$ (%)</td>
<td>$E_{s}$ (GPa)</td>
</tr>
<tr>
<td>36.2</td>
<td>31.97</td>
<td>555</td>
<td>605</td>
<td>8.31</td>
<td>207.9</td>
</tr>
</tbody>
</table>

![Stress-strain relationships of concrete and reinforcement](image1)

Fig. 2  
Stress-strain relationships of concrete and reinforcement [12] and springs in the FEM: concrete in compression (a); concrete in tension (b); reinforcement (c); boundary condition (d).

Lateral displacements over the central support are prohibited considering the symmetry condition. As in the experimental test set-up, the outward movement of the edge beam is allowed. However, the inward movement is restrained through spring elements, see Fig. 2 (d). Two connector elements are employed to simulate springs, incorporating the relationship between the occurring horizontal force and the corresponding horizontal displacement. Based on the measured membrane force versus displacement measurements on the end blocks in the test setup, the spring stiffness is assigned as a constant value of 151.5kN/mm for each spring.

![Vertical load-deformation relationship](image2)

Fig. 3  
Vertical load-deformation relationship (a); Loading scheme for the dynamic analyses (b).

To validate the FEM, the same loading scheme as the test is executed, which is divided into three loading phases. The self-weight and a service load of 60kN are initially applied, followed by the removal of the service load in phase 1. The central support is removed in phase 2, i.e. the two inner spans of 4m thus become one span of 8m. Eventually, a displacement controlled vertical load is imposed on the slab in phase 3 until the failure of the slab. Abaqus/Standard is employed to perform the static pushdown analysis. Geometrical nonlinearities are taken into account. The load-displacement curves obtained from both the experiment and the numerical pushdown analysis are presented in Fig. 3 (a), where good agreement between both is observed until the first load peak. Similar as observed in the experiment [11], the slab experiences an elastic stage, an elastic-plastic stage and a tensile membrane...
action stage. Little difference is found between the values of the first load peaks, which are 158.1kN and 156.6kN, respectively. This first load peak corresponds to rupture of the reinforcement over the inner support. The subsequent structural response is highly complex which is reflected by the significant discrepancy between experiment and numerical analysis. In case structural failure is defined as first rupture of reinforcement, it can be concluded that the FEM has a good performance.

3.2 Comparing between the EBM and direct dynamic analyses

Based on the EBM and the results presented in 3.1, a dynamic load-bearing curve is calculated and presented in Fig. 3 (a). The ultimate dynamic load-bearing capacity is 100.4kN. The sudden decrease in strength occurring on the pushdown curve is not observed on the dynamic capacity curve since the latter is calculated from the former based on the energy balance. However, a slight softening stage on the dynamic capacity curve is observed between 80kN and 100kN.

As the dynamic capacity curve is directly derived from pushdown curve without performing any dynamic analyses, the effectiveness of the EBM can be validated by comparing the derived dynamic capacity curve with results of direct dynamic analyses. The incremental dynamic analysis (IDA) technique is employed here to execute the dynamic analyses on the same FEM, which performs a series of dynamic analyses from a lower load to a higher load until the collapse of the slab occurs. A loading scheme presented in Fig. 3 (b) is used. First, self-weight and vertical loads are applied in phase 1 from 0 to $T_1$ (1.5s). Secondly, the loads are kept the same from $T_1$ to $T_2$ (1.5s-2.0s). Thirdly, the support is removed in a time duration of $10^{-5}$s from $T_2$ to $T_3$. Thereafter, the structure keeps on oscillating with the other loads. Abaqus/Explicit is employed to execute the dynamic analyses.

The comparison of results of the incremental dynamic analyses (IDA) with that of the EBM is presented in Fig. 3 (a), in which every star represents a maximum displacement of the dynamic response under the corresponding vertical imposed load. The maximum dynamic load capacity is approximately 100kN, which agrees well with that of EBM, i.e. 100.4kN. For a higher imposed load, the structure fails in the dynamic analysis upon removal of the central support. The good agreement between EBM and IDA indicates that the EBM predicts the maximum dynamic response well. Influences of the strain rate effects and damping were investigated in another paper [7], which shows that strain rate effects are not significant and the influence of damping is limited. Therefore, these dynamic effects are not taken into account in this paper. Furthermore, it needs to be mentioned that the numerical results deviate from the observed experimental data after the first load peak was reached, but that this does not prevent to quantify the model uncertainty of the EBM compared to direct dynamic analyses as performed in the following. Nevertheless, this indicates the importance to quantify also a model uncertainty with respect to the prediction of the highly nonlinear post-peak behavior in case of large deformations and membrane actions, for which however at this stage only very limited data is available.

4 Uncertainty Quantification

4.1 Probabilistic models for the input variables

Based on previous investigations [2][10][13][14], eight parameters are selected as input random variables to quantify the uncertainty propagation when the EBM is used. These parameters are the material properties of concrete, the material properties of reinforcing steel, the cross-section of the reinforcement and the stiffness of the horizontal springs (see Fig. 2 (d)). The probabilistic models are presented in Table 2. The other input parameters are considered deterministic.

<table>
<thead>
<tr>
<th>Name</th>
<th>Unit</th>
<th>Distribution</th>
<th>Mean (µ)</th>
<th>COV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density of concrete $\rho_c$</td>
<td>kg/m$^3$</td>
<td>N</td>
<td>2400</td>
<td>0.04</td>
</tr>
<tr>
<td>Concrete compressive strength $f_c$</td>
<td>MPa</td>
<td>LN</td>
<td>36.2</td>
<td>0.10</td>
</tr>
<tr>
<td>Reinforcement yield stress $f_y$</td>
<td>MPa</td>
<td>N</td>
<td>555</td>
<td>0.03</td>
</tr>
<tr>
<td>Reinforcement tensile strength $f_t$</td>
<td>MPa</td>
<td>LN</td>
<td>605</td>
<td>0.03</td>
</tr>
<tr>
<td>Reinforcement strain at maximum stress $\varepsilon_{u}$</td>
<td>%</td>
<td>LN</td>
<td>8.3</td>
<td>0.15</td>
</tr>
<tr>
<td>Young’s modulus of reinforcement $E_c$</td>
<td>GPa</td>
<td>N</td>
<td>207.9</td>
<td>0.08</td>
</tr>
</tbody>
</table>
Latin Hypercube Sampling (LHS) is used in combination with the developed FEM to perform stochastic analyses, which allows to limit the number of calculations to an acceptable amount. As the standard LHS may bring undesired spurious correlation into the sample scheme, correlation Latin Hypercube Sampling (LHS) is used to avoid this unwanted effect [15]. Sixty Latin-Hypercube samples are generated based on the probabilistic models presented in Table 2. Eventually, each set of sampled realizations is used as an input for the FEM to determine the response predicted by the EBM and by IDA.

<table>
<thead>
<tr>
<th>Cross-section of reinforcement $A_t$</th>
<th>mm$^2$</th>
<th>N</th>
<th>1256</th>
<th>0.02</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stiffness of horizontal spring $k$</td>
<td>kN/mm</td>
<td>LN</td>
<td>151.5</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Fig. 4 Comparison for the ultimate capacities between EBM and IDA: load-displacement relationship (a); comparison of ultimate load-bearing capacity (b); histogram and PDF of the ratio (load) EBM/IDA (c); load-displacement relationship (d); comparison of displacement (e); histogram and PDF of the ratio (displacement) EBM/IDA (f).

4.2 **Stochastic analyses**

All LHS samples are evaluated considering both static pushdown analyses and direct dynamic analyses. For the latter, the IDA technique is employed for every slab realization. Firstly, a load interval of 10kN is employed from 40kN to 160kN, i.e. 13 dynamic simulations. To obtain a 2kN resolution for the maximum dynamic load, another 4 simulations are performed every 2kN in the interval between the last non-failed simulation and the first failed simulation. No smaller load interval is further considered as this requires much more calculations. Subsequently, the curves from the pushdown analyses are
converted into dynamic capacity curves (EBM) to be compared with the results of the direct dynamic analyses (IDA). The details are not presented here for every sample, however, in general, a good agreement is observed between the results of EBM and IDA.

The results of static pushdown analyses show an elastic stage, an elastic-plastic stage and a tensile membrane action stage for every realization. The dynamic capacity curves of EBM completely depend on the pushdown curves. Fig. 4 (a) present the comparisons between the EBM and IDA for ultimate load-bearing capacities. The ultimate static load-bearing capacities (pushdown) are also shown. Although differences can be observed for the corresponding displacements, the results of EBM are situated in the same load ranges as the results of IDA. Good agreement is found for the ultimate load-bearing capacities of the two cases, see Fig. 4 (b), where the ultimate load-bearing capacities of EBM against the ultimate capacities of IDA distribute along the diagonal line (y=x), i.e. the values are approximately equal to each other.

As the ultimate displacements may occur after the displacements corresponding to the ultimate load-bearing capacities in some pushdown curves, i.e. the second peak load is lower than the first peak load on the pushdown curves, see Fig. 4 (d), the dynamic capacities of EBM based on the pushdown curves will be larger in these cases. Therefore, a comparison of the corresponding ultimate displacements is also relevant. The dynamic capacities of EBM of the ultimate displacements are compared with the IDA. A good agreement is observed for the ultimate displacements of EBM against IDA as presented in Fig. 4 (e). However, two cases (26 and 41) significantly deviate.

**Fig. 5** Comparison of the displacements between EBM and IDA: load-displacement relationship (a); comparison of displacement (b); histograms and PDFs of the displacements (c); histogram and PDF of the ratio of the displacements corresponding to EBM/IDA (d).

The performance of the EBM for the ultimate capacities is observed to be well. The performance for other stages, i.e. the elastic-plastic stage and the tensile membrane action stage, is further assessed. As a load interval of 10kN is used in the IDA and the corresponding peak displacements are obtained, the displacements are used to compare with the EBM. Fig. 5 (a) shows the load-displacement relationships of dynamic cases under three load levels, i.e. 40kN, 50kN and 60kN, for both EBM and IDA. The displacements obtained through EBM against the displacements obtained through IDA are presented in Fig. 5 (b) for the three cases, respectively. The points distribute along the diagonal line, which indicates the displacements of EBM agree well with the displacements of IDA. However, considering a confidence level in three times of standard deviation, four cases could be considered as outliers, namely 22 and 35 in case of 40kN and 37 and 41 in case of 50kN, respectively. Further, it should be noted that only 56 samples remain available in case a load of 60kN is considered for the dynamic analysis, as the
ultimate dynamic load-bearing capacities of four cases, i.e. 22, 35, 48 and 54, are found to be smaller than 60kN. Histograms and probability density functions (PDFs) of displacements corresponding to a load of 40kN and 60kN for EBM and IDA are presented in Fig. 5 (c), respectively, where lognormal distributions are used to fit the PDFs. The PDFs for displacements are close to each other in case of 40kN, which indicates a good performance of the EBM. A larger variation is observed in case of 60kN, although the distribution for the EBM can be considered to be modeled still reasonably well. Therefore, comparing with the results of IDA, EBM can be considered overall to perform very well in both the elastic-plastic stage and in the tensile membrane action stage.

4.3 Uncertainty quantification

To evaluate the performance of EBM quantitatively, ratios of the displacements of the EBM to the direct dynamic analyses (IDA), see Fig. 4 (e) and 5(b), are calculated by using Eq. (2). Further, ratios of the ultimate load-bearing capacities, see Fig. 4 (b), are also calculated.

\[
R = \frac{D_{EBM}}{D_{IDA}} \text{ or } \frac{P_{EBM}}{P_{IDA}}
\]

where \( R \) is the ratio, \( D_{EBM} \) is the displacement for EBM; \( D_{IDA} \) is the peak displacements for IDA; \( P_{EBM} \) is the ultimate load-bearing capacity for EBM; \( P_{IDA} \) is the ultimate load-bearing capacity for IDA.

Histograms for the ratios of displacements are presented in Fig. 4 (f) and 5 (d). Fig. 4 (f) shows ratios of the ultimate displacements, where a lognormal distribution LN(1.03, 0.13) is used to fit the PDF. It should be noted that the two cases of significant deviation, i.e. 26 and 41, are taken into account. Fig. 5 (d) shows ratios of all the displacements under the three load levels, i.e. 40kN, 50kN, and 60kN, in which a lognormal distribution LN(1.00, 0.16) is found to represent the histogram. The four cases of large deviations are taken into account, i.e. 22 and 35 in case of 40kN, and 37 and 41 in case of 50kN, respectively. Fig. 4 (c) shows ratios of the ultimate load-bearing capacities, where a lognormal distribution LN(0.96, 0.13) is found to fit the histogram. The parameters of the model uncertainty distributions are summarized in Table 3. As the mean values are approximately equal to one, on average a good performance of the EBM is found by comparing with the IDA.

<table>
<thead>
<tr>
<th>Case</th>
<th>( R [-] )</th>
<th>Mean (( \mu ))</th>
<th>Standard deviation (( \sigma ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Displacement - 40kN</td>
<td>0.96</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>Displacement - 50kN</td>
<td>0.94</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>Displacement - 60kN</td>
<td>1.08</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>Displacement - 40kN, 50kN and 60kN</td>
<td>1.00</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>Displacement - ultimate</td>
<td>1.03</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>Ultimate load-bearing capacity</td>
<td>0.96</td>
<td>0.13</td>
<td></td>
</tr>
</tbody>
</table>

5 Conclusions

The performance of the EBM is evaluated by comparing with the direct dynamic analyses. Considering a large scale test of an RC slab, a FEM is firstly validated. Next, stochastic analyses are executed considering eight stochastic input variables using Latin Hypercube sampling. The results of EBM are compared with the results of direct dynamic analyses to assess the performance of EBM in a probabilistic way.

Good performance is found for the FEM when compared with the experimental result. Furthermore, the EBM predicts the dynamic load-bearing curve well, as confirmed by dynamic load-bearing capacity evaluations.

Although there are some differences for several cases, good agreement can be found between EBM and direct dynamic analyses for the 60 realizations. On the basis of these simulations, probabilistic models have been proposed for the model uncertainty of EBM compared to direct dynamic analyses,
in particular in relation to the ultimate load-bearing capacity, the ultimate displacement and displacements at different load levels.
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Abstract
The non-prismatic reinforced concrete (RC) beam considered a unique case in structural engineering as it has variable depth all over beam section and it doesn’t have sufficient information in structural codes, this can put structural engineers in a challenge to predict how this beam will react under specific types of loads or with different geometrical variables and strengthening existence. In this research, concrete plastic damage constitutive model developed and used to explore the shear strength of non-prismatic RC beam structure. Furthermore, in order to improve the shear strength of existent RC beams, Carbon Fiber Reinforced Polymers (CFRP) strips are attached to the surface of the critical sections. For this aim, initially numerical model was calibrated according to the data obtained from laboratory tests then a series of numerical simulations with different variables are carried out to investigate the shear behavior and these variables were: haunch angle α value and CFRP strips existence (composite status). The numerical results show that changing beams geometry (haunch angle α value) can have an influence over shear strength, in addition, using CFRP strips has an obvious effect on the failure behavior of the non-prismatic RC beam structure. Finite element simulations are executed by using ABAQUS.

Keywords: concrete plastic damage, non-prismatic RC beam, CFRP, shear strength.

1 Introduction
Since the 1995 Hyogoken-Nanbu Earthquake, the use of horizontally haunched beams has been increasing to prevent brittle fractures of beam flanges in the beam-column connections of moment-resisting frames. The British and American codes do not contain any design equations considering haunched beams under shear and to replace this lack of information, many cases regarding this kind of beams were studied. El-Niema [1] proposed a formula which provides the ultimate shear force of reinforced-concrete non-prismatic beams exposed to shear in terms of concrete strength, dowel action, and stirrups contribution. The proposed formula is a modified using American Concrete Institute (ACI) code terms for shear design. Dado and Al-Sadder [2] studied the behavior of prismatic and non-prismatic cantilever beams under various types of loadings. Several numerical examples were studied considering prismatic and non-prismatic cantilever beams subjected to tip concentrated loadings, uniform and non-uniform distributed loads in horizontal and vertical directions. Archundia et al. [3] studied interpretations and final research results of testing ten simply-supported reinforced concrete beams (two prismatic and eight haunched) designed to fail in shear under cyclic loading. Five beams (four haunched and one prismatic) were tested with a shear reinforcement while the remaining five (one prismatic and four haunched) were tested without shear reinforcement. Ponnachan and Koshy [4] performed the analysis of reinforced concrete framed structures with haunched beams. This study emphasized the effects of different configurations of haunched beams on the seismic response of a structure and the main purpose was to carry out the nonlinear static analysis on RC building frames of ten storeys at seismic zones.

Therefore, and in order to study unique cases in the structural engineering that doesn’t have sufficient information in structural codes, Finite element method based to analyse reinforced concrete structures has significantly developed. Models for material were applied for analysing the behavior of unconfined concrete, and the concrete damage plasticity (CDP) model was a possible constitutive model which was first established by Lubliner et al. in 1989 [5] and then it enhanced by Lee and Fenves in 1998 [6]. Because of the complexity of CDP theory, the procedure was simplified by Hafezolghorani et al. [7]. In their study they developed a simplified concrete damage plasticity (SCDP) model. The
SCDP model was then described in the forms of tables to simulate the behavior of unconfined concrete. Demin and Fukang [8] simplified several simple stress-strain relationships of the concrete material recommended in the related Codes, then the factors of the damage of the simplified plastic damage constitutive model were computed based on Sidiroff’s energy equivalence principle. The calculation method of plastic damage parameters in ABAQUS program is further studied, and the modified constitutive model of concrete plastic damage is proposed and verified. Shen et al. [9] proposed a plasticity-based damage model for inelastic analysis of structural concrete. Drucker-Prager-type plasticity was adopted in the formulation of the constitutive equations. The aim of this investigation was to build a constitutive model that can simulate the history-dependent plastic damage behaviour of massive structural concrete under confinement.

Civil engineers have used Fiber Reinforced Polymer (FRP) materials to improve the performance of structural members under static and dynamic loading conditions. Because of the uncertainty in the behavior of such strengthened members, there are some design limitations. This reality is particularly important when considering the complexity of the nonlinear behavior of materials, the impact loading conditions and geometry of the members that have FRP systems. Roudsari et al. [10] developed a new model for analysing the structural members strengthened using FRP systems under impact loading conditions. In order to develop the proposed model, ABAQUS based finite element code was considered. Lee et al. [11] analysed the performance of shear-deficient reinforced concrete beams strengthened using carbon fiber reinforced polymers (strips/sheets) through numerical simulations on four-point bending tests. The numerical simulations are executed using ABAQUS. Krour et al. [12] presented a new method for decreasing the internal stresses in a concrete beam strengthened with FRP plate by considering the effect of the fiber orientation in the FRP plate. Zhang et al. [13] presented numerical modelling of the structural behavior of CFRP (carbon fiber reinforced polymer) strengthened RC (reinforced concrete) beams under four-point bending. Simulation of debonding at the CFRP-concrete interface was focused, as it is the main failure mode of CFRP strengthened RC beams. Jahami et al. [14] examined the behavior of reinforced concrete beams strengthened by carbon fiber reinforced polymer (CFRP) under blast loading. Numerical analysis was then performed using ABAQUS software depending on the experimental data providing damage and deflection values. Mabrouk and Ramadan [15] presented a three-dimensional (3-D) finite element (FE) modelling of RC beams shear-strengthened with externally bonded CFRP sheets using ABAQUS software.

In this study, a constitutive model based on concrete plastic damage developed and used to investigate the shear strength of non-prismatic RC beam having different haunch angle $\alpha$. Moreover, Carbon Fiber Reinforced Polymer (CFRP) strips were applied to the critical sections surface with different strips number to enhance the shear strength of RC beams. All these parameters were considered and their effects were studied.

2 Experimental program

In this research, the experimental results considered are presented by al-Attar et al. [16]. According to that experimental work, fourteen reinforced self-compacting concrete non-prismatic (haunched) beams with or without strengthening were established with overall length of 2000 mm, depth at supports ($h_s$) of 250 mm, width of 150 mm and different haunched angle ($\alpha$) values that formed different mid-span depth ($h_m$). Fig. 1 shows beams geometry and loading and supporting conditions where All beams were tested under monotonic loading, up to failure, with two concentrated loads. Moreover, to obtain shear failure, beams have provided with steel reinforcement bars that have different diameters as demonstrated in Fig. 2.

![Fig. 1 Beams geometry and loading condition.](image-url)
In this study, three cases with $\alpha=90^\circ$ and $h_s=150$ mm were chosen as a benchmark depending on the experimental specimens. The first beam (B1R) was without strengthening while the second and third (B1S2 and B1S3) was strengthened with 2 and 3 U-wrap CFRP sheets tilted by $45^\circ$ as shown in Fig. 3. The experimental properties of materials are presented in Table 1.

### Table 1 Materials properties

<table>
<thead>
<tr>
<th>Material</th>
<th>Specifications</th>
<th>Yield strength (N/mm²)</th>
<th>Compressive strength (N/mm²)</th>
<th>Ultimate tensile strength (N/mm²)</th>
<th>Flexural strength (N/mm²)</th>
<th>Elastic modulus (N/mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steel</td>
<td>$\phi = 16$ mm</td>
<td>490</td>
<td>-</td>
<td>558.58</td>
<td>-</td>
<td>210000</td>
</tr>
<tr>
<td></td>
<td>$\phi = 8$ mm</td>
<td>556</td>
<td>-</td>
<td>632</td>
<td>-</td>
<td>210000</td>
</tr>
<tr>
<td></td>
<td>$\phi = 4$ mm</td>
<td>548</td>
<td>-</td>
<td>629</td>
<td>-</td>
<td>210000</td>
</tr>
<tr>
<td>CFRP</td>
<td>$T = 1$ mm</td>
<td>-</td>
<td>-</td>
<td>4300</td>
<td>-</td>
<td>280000</td>
</tr>
<tr>
<td>Concrete</td>
<td>-</td>
<td>-</td>
<td>35</td>
<td>3.27</td>
<td>3.6</td>
<td>26420</td>
</tr>
</tbody>
</table>

### 3 Constitutive model of concrete

To study the performance of concrete in inelastic way, the isotropic damaged elasticity, the isotropic tensile and compressive plasticity are presented in the concrete damaged plasticity model. The overall strain value $\varepsilon$ consisted of the elastic section $\varepsilon_{el}$ and the plastic section $\varepsilon_{pl}$ as clarified below:

$$\varepsilon = \varepsilon_{el} + \varepsilon_{pl}$$

$$\sigma = D_{el}^0: (\varepsilon - \varepsilon_{pl})$$

$$\bar{\sigma} = D_{pl}^0: (\varepsilon - \varepsilon_{pl})$$

$$D^el = (1 - d)D_0^el$$

Equation (2) can be rewritten considering the nominal stress with the reduced elastic tensor showed in equation (4) giving the following equation:

$$\sigma = (1 - d)D_0^el: (\varepsilon - \varepsilon_{pl})$$

The next stress–strain relationship formed the damage plasticity constitutive model:

$$\sigma = (1 - d)\bar{\sigma} \rightarrow \sigma = (1 - d_t)\sigma_t + (1 - d_c)\sigma_c$$

Where the scalar damage variables $d_t$ and $d_c$ are ranging from 0 (for undamaged case) to 1 (for fully damaged case). Basically, the damage model used for concrete took into account the failure process of tensile cracking and compressive crushing. The variables of the isotropic hardening are indicated by cracking strain $\varepsilon_{ck}^{in,h}$ and inelastic strain for compression $\varepsilon_{cin,h}$, which consist of the plastic hardening strain $\varepsilon_{pl,h}$ plus the residual strain resulted by damages.
The uniaxial tensile and compressive response of concrete is supposed to be influenced by plasticity damaging as shown in Fig. 4. The uniaxial tensile and compressive response of concrete according to the concrete damage plasticity model under compression and tension load are given by:

\[
\sigma_t = (1 - d_t)E_0(\varepsilon_t - \varepsilon_t^{pl,h}) \\
\sigma_c = (1 - d_c)E_0(\varepsilon_c - \varepsilon_c^{pl,h})
\]

Hence, the effective uniaxial compressive and tensile stresses \(\sigma_t\) and \(\sigma_c\) are derived as following:

\[
\bar{\sigma}_t = \frac{\sigma_t}{(1 - d_t)E_0} = E_0(\varepsilon_t - \varepsilon_t^{pl,h}) \\
\bar{\sigma}_c = \frac{\sigma_c}{(1 - d_c)E_0} = E_0(\varepsilon_c - \varepsilon_c^{pl,h})
\]

where tensile strain \(\varepsilon_t\) equals to \(\varepsilon_t^{pl,h} + \varepsilon_t^{el}\), and compressive strain \(\varepsilon_c\) equals to \(\varepsilon_c^{pl,h} + \varepsilon_c^{el}\).

![Fig. 4 Concrete response to uniaxial loading condition: (left) Compression, (right) Tension.](image)

### 4 Materials and method (Finite element modeling)

Finite element failure analysing was carried out to model the nonlinear behaviour of the non-prismatic beams and damage plasticity model adopted in this study. The 8-node solid (C3D8) element was used in modelling of the concrete beam. The reinforcement bars were represented as beam elements where a 2-node linear beam in space (B31) element type was chosen. To simulate the bond between the longitudinal and the transverse reinforcements with concrete, embedded region was applied. Furthermore, the 4-node (doubly curved shell) element (S4) selected to stand for the CFRP. The bond between CFRP and concrete are considered as surface to surface contact, cohesive zone (glue), and the glue contact is defined by using friction coefficient equals to 0.1 which is available in ABAQUS manual [17]. Steel bearing plates (length = 150 mm, width=70 mm and thickness =30 mm) were installed points of loading to prevent local failure caused by crushing, and to model these plates, the (C3D8) 8-node solid element is used. The boundary conditions chosen to hold the beam were pin at the first support to produce rotation and roller set at the other support to produce rotation and horizontal movement. Also, in order to have the same experimental conditions, a vertical concentrated load was considered at each plate which placed at the top of the beam and this load was distributed by the coupling effect. Moreover, a fine mesh was applied to obtain results of sufficient accuracy where the total elements number of the beams was approximately equals to 9500 elements. Fig. 5 shows the numerical model while table 2 shows the numerical specimens’ properties.

![Fig. 5 The numerical model](image)
Table 2 The numerical specimens’ properties

<table>
<thead>
<tr>
<th>Beam notation</th>
<th>α value (haunch angle)</th>
<th>CFRP strips no.</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1R</td>
<td>9°</td>
<td>-</td>
</tr>
<tr>
<td>B2R</td>
<td>11.7°</td>
<td>-</td>
</tr>
<tr>
<td>B3R</td>
<td>6.18°</td>
<td>-</td>
</tr>
<tr>
<td>B1S2</td>
<td>9°</td>
<td>2 U-wrap strip 45°</td>
</tr>
<tr>
<td>B1S3</td>
<td>9°</td>
<td>3 U-wrap strip 45°</td>
</tr>
</tbody>
</table>

5 RESULTS AND DISCUSSION

In this section, the numerical results of the models consisted of concrete, CFRP and steel is verified with experimental results. By comparing the numerical load carrying capacity with the experimental results it was realized that the ultimate loads and concrete crack patterns in these two cases are almost similar. Table 3 shows the numerical and experimental test results.

Table 3 The numerical and experimental test results

<table>
<thead>
<tr>
<th>specimens</th>
<th>Experimental results</th>
<th>Numerical results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>∆u (mm)</td>
<td>Pu (MPa)</td>
</tr>
<tr>
<td>B1R</td>
<td>20</td>
<td>90</td>
</tr>
<tr>
<td>B2R</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>B3R</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>B1S2</td>
<td>19.3</td>
<td>100</td>
</tr>
<tr>
<td>B1S3</td>
<td>19.6</td>
<td>110</td>
</tr>
</tbody>
</table>

The results of numerical analysis declare that the ultimate loads reached the maximum values for the specimens when 3 strips of CFRP are used. The deflection values were measured numerically at the middle of the beam specimen like the experimental test. The load-deflection relationship of all beams having different CFRP strips number in their experimental and numerical aspects are shown in Fig. 6 to 8.

On the other hand, Fig. 9 shows the effect of changing α value on the behaviour of non-prismatic beam and it can be noticed that increasing α value leads into less load capacity as the volume of concrete decreases causing earlier shear failure. In addition, as α value increase the deflection value increases too as slenderer beams act in more flexible manner causing more deflection values.

Moreover, it can be noted in Fig. 10 that all the models are almost acting in the same way at the beginning of the curves where the beams are still in the elastic stage. Gradually, at a higher loads the curves are starting to behave differently as the existence of CFRP strips affect on their behaviour and intend to lead into more brittle failure hence using CFRP strips causes less deflection values, however, their existence provided more strength for the beams. In Fig. 10 it is obvious that B1S2 model follows B1S3 until failure while the extra CFRP strips that B1S3 has pushes the curve into further strength to fail at 110.62 MPa. Also, that figure shows that the existence of the CFRP strips limits the stresses in the shear area and increases the cracks in the flexural area (mid-span of the beam). Also, according to the numerical results, the failure is considered a concrete shear failure which is the same failure type in the experimental cases.
Fig. 6 B1R load-deflection relationship in numerical and experimental tests

Fig. 7 B1S2 load-deflection relationship in numerical and experimental tests

Fig. 8 B1R load-deflection relationship in numerical and experimental tests
CONCLUSIONS

From this study, these conclusions can be estimated:

1. Changing the $\alpha$ angle value had a significant effect on beam shear behavior and strength where increasing the angle value decreases the ultimate strength value as the concrete required to resist shear failure decreases and as a result, beams fail in earlier loads, however, increasing $\alpha$ value provide more elastic behavior for non-prismatic beams as the section area decreases giving more deflection values.

2. On the other hand, according to the numerical results, the different number of CFRP strips holds an impact on the beam behavior. Comparing between numerical and experimental results it is noted that the existence of CFRP causes an increment in the ultimate load of the beams where it acts as extra support to resist the shear stress and confine the concrete section leading into more brittle and sudden failure.

3. The existence of CFRP affected clearly on the cracking pattern where it is obvious that while using CFRP strips the cracking in the mid-span of the beam increased in number and intensity and that consider a sign that most of the stresses has shifted far from shear area into flexural area. While the existence of the CFRP strips limits the stresses in the shear area.
REFERENCES


Punching Shear at Slab-Edge Column Connections

Deema Abu-Salma, Robert Vollum, Lorenzo Macorini

Imperial College London, South Kensington, London (SW7 2BU), United Kingdom

Abstract
This paper is concerned with modelling punching shear failure at edge columns of flat slabs. Punching failure at edge columns is much less researched than at interior columns despite typical buildings having more edge than interior columns. The paper uses nonlinear finite element analysis (NLFEA) to study the influence of column aspect ratio and loading eccentricity on punching resistance at edge columns subject to inwards eccentricity. The analysis is carried out using 3D solid elements as well as a Joint Shell Punching Model (JSPM) in which nonlinear joint elements are combined with nonlinear shell elements. The JSPM uses joint elements incorporating the Critical Shear Crack Theory (CSCT) failure criterion to model punching failure. The joint elements are placed around the punching shear control perimeter which is located at 0.5d from the column face where d is the slab effective depth. The paper focusses on the analysis of punching shear at elongated columns orientated with the long side normal to the slab edge. This column arrangement is commonly used in residential buildings since it enables the column to be hidden within partition walls. Shear stress around the control perimeter is shown to concentrate towards the ends of elongated columns placed normal to the slab edge. Strength predictions obtained with the JSPM are shown to compare favourably with laboratory tests and numerical studies carried out with NLFEA with 3D solid elements.

1 Introduction
The paper focuses on the numerical modelling of punching resistance at edge columns which is best simulated using 3D solid elements since these capture the complex stress distribution around the column where punching failure occurs. Although capable of giving good predictions of punching resistance, nonlinear finite element analysis (NLFEA) using 3D solid elements is too computationally demanding for practical use. NLFEA using 2D shell elements is more computationally efficient but advanced procedures are required to model punching failure explicitly since conventional 2D shell elements do not capture through thickness shear failure. Two alternative approaches are adopted in the literature for overcoming this problem. In the first approach [1-2], a 3D state of stress and strain is modelled within each layer of the shell element. The out-of-plane normal strain is calculated from the assumption that the out-of-plane normal stress is negligible. In the second approach [3-6], 3-D connector elements are combined with nonlinear shell elements. This paper utilises the JSPM approach of Setiawan et al. [6] in which punching failure is modelled with joint elements positioned around a control perimeter located at 0.5d from the column face (where d is the slab effective depth). The joint elements are used to connect the nodes of the shell elements located to either side of the punching control perimeter. This paper extends the use of the JSPM to the modelling of punching failure at edge columns of flat slabs. Predictions of the JSPM are compared with the predictions of NLFEA with 3D solid elements as well as experimental test results.

2 Nonlinear Finite Element Analysis Using 3D Solid Elements
This paper calibrates the JSPM for punching at external columns using experimental data as well as the results of 3D NLFEA with solid elements. The 3D NLFEA with solid elements was carried out using ATENA [7]. Concrete was modelled using the fracture-plastic model Cementitious 2, which combines constitutive models for compression and tension. The hardening part of the compressive response is expressed in terms of strain while the softening part is expressed in terms of a limiting displacement $w_d$ at which the compressive stress reduces to zero. This approach, which reduces mesh sensitivity, is equivalent to relating the softening response to the compressive fracture energy. Based on calibration studies, a fully rotating smeared crack approach was used with $w_d$ equal to its default value of 0.5 mm. After concrete cracks, the compressive strength is reduced in the direction parallel to the cracks similarly to the Modified Compression Field Theory [8]. The compressive strength
reduction factor was limited to a minimum of 0.8. Based on a mesh sensitivity study, linear order hexahedra elements were adopted for meshing the column and slab. Linear order tetrahedra elements were used to mesh the loading plates. The slab was modelled with 10 elements through the slab thickness using a gradated mesh similar to that adopted by Setiawan [9]. In this approach, a very fine mesh is used to mesh the slab within 2d of the column face. Reinforcement was modelled with a bilinear stress-strain relationship assuming perfect bond. Force-control and arc-length methods were used for loading the slabs A convergence criterion of 0.01% was assigned for the energy error and 1% for the displacement, residual force and absolute residual force errors. According to previous studies by Setiawan [9], punching failure occurs when the radial compressive strains in the soffit of the slab located at d/2 away from the column face drop to zero (d is the slab average effective depth). This criterion is adopted in the calibration studies of this paper.

3 Nonlinear Finite Element Analysis Using 2D Shell Elements

The JSPM is implemented in the nonlinear finite element program ADAPTIC [10]. The slab is modelled using a layered-shell element based on the conventional Reissner-Mindlin hypothesis. In plane material nonlinearities are accounted for along with geometric nonlinearities [11]. Linear elements were used to model the columns, which were connected to the shell slab elements using rigid links. The material properties for concrete were as described previously in [6], [10-12]. Reinforcement was modelled with a bilinear stress-strain response and minimal strain hardening assuming perfect bond.

4 Validation of NLFEA with Experimental Test Results

The NLFEA modelling procedure adopted in ATENA was validated by modelling the four internal and six external slab-column connections listed in Table 1. All six of the external slab-column specimens were also modelled in ADAPTIC using nonlinear 2D shell elements without joint elements around the control perimeter. Slabs XXX and HXXX of El-Salakawy et al. [13] measured 1540 mm long by 1020 mm wide by 120 mm thick with an average effective depth of 88.75 mm. The slab was simply supported around one long and two short sides. A 250 mm square column was positioned midway along the free edge of the slab with its outside face flush with the slab edge. The column was loaded vertically and horizontally with a constant inwards eccentricity of 300 mm in slab XXX and 660 mm in slab HXXX. More details regarding the test setup can be found in [13]. The NLFEA model was evaluated by comparing both the failure load and the load-deflection response. Fig.1 (left) and Fig.1 (right) compare the measured load-deflection responses of slabs XXX and HXXX respectively with those obtained from ATENA and ADAPTIC. The load deflection responses obtained with ATENA were terminated at the failure load obtained using the strain-based failure criterion of Setiawan [9]. In the same figure, the load-deflection response obtained by Genikomsou and Polak [14] using ABAQUS is added for comparison. It is concluded that the deflections calculated with ATENA and ADAPTIC compare reasonably with those obtained by [14] as well as the experimentally observed deflection of XXX but not HXXX. ATENA also captures the measured failure loads reasonably well unlike the ADAPTIC analysis which only considers flexural failure.

5 NLFEA parametric study

Punching failure at elongated edge columns has hardly been studied despite the common occurrence of such columns in residential buildings. Finite element analysis (FEA) shows that shear stress in the slab concentrates at the inner end of the elongated column. The paper presents the results of a parametric study undertaken to study the influence of column aspect ratio and loading eccentricity on punching resistance at edge columns. The parametric study is based on slab L1 of Albuquerque et al. [15] (see Fig. 2) in which c1 and c2 refer to the longer and shorter sides of the column respectively. The column and slab edge were extended backwards from their position in L1 as shown in Fig. 2 to create specimens with column sizes of 1000 x 300 mm and 750 x 300 mm. These specimens are depicted L1c and L1b respectively. Eccentricities of 1000 and 1200 mm were investigated for connection L1c, while eccentricities of 500, 700 and 1200 mm were investigated for connection L1b. Two additional eccentricities of 500 and 700 mm were investigated for the 300 mm square column of L1 [15]. The largest eccentricities are proportionally at the upper end of those obtained from elastic FEA of a flat slab frame building with varying column sizes and spans. In practice, maximum eccentricities are likely to be less than considered in this study.
Table 1 Flat slab-column connections modelled with ATENA

<table>
<thead>
<tr>
<th>Slab</th>
<th>Column size (mm x mm)</th>
<th>Column location</th>
<th>Loading type</th>
<th>$V_{test}/V_{ATENA}$</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>PT22</td>
<td>260 x 260</td>
<td>Interior</td>
<td>Concentric</td>
<td>989/1012 = 0.98</td>
<td>[16]</td>
</tr>
<tr>
<td>PT31</td>
<td></td>
<td></td>
<td></td>
<td>1433/1489 = 0.96</td>
<td></td>
</tr>
<tr>
<td>OC13</td>
<td>200 x 600</td>
<td>Interior</td>
<td>Concentric</td>
<td>568/573.5 = 0.99</td>
<td>[17]</td>
</tr>
<tr>
<td>LS06</td>
<td>300 x 300</td>
<td>Interior</td>
<td>Eccentric</td>
<td>582.3/501.3 = 1.16</td>
<td>[18]</td>
</tr>
<tr>
<td>XXX</td>
<td>250 x 250</td>
<td>Edge</td>
<td>Eccentric</td>
<td>125/117.9 = 1.06</td>
<td>[13]</td>
</tr>
<tr>
<td>HXXX</td>
<td></td>
<td></td>
<td></td>
<td>69/61 = 1.13</td>
<td></td>
</tr>
<tr>
<td>L1</td>
<td>300 x 300</td>
<td>Edge</td>
<td>Eccentric</td>
<td>308/345 = 0.89</td>
<td>[15]</td>
</tr>
<tr>
<td>L2</td>
<td></td>
<td></td>
<td>Concentric</td>
<td>315/318.3 = 0.99</td>
<td></td>
</tr>
<tr>
<td>L5</td>
<td></td>
<td></td>
<td>Eccentric</td>
<td>374/415 = 0.90</td>
<td></td>
</tr>
<tr>
<td>L6</td>
<td></td>
<td></td>
<td>Eccentric</td>
<td>330/344 = 0.96</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1 Load-deflection response of slab XXX (left) and slab HXXX (right)

6 The Joint Shell Punching Model (JSPM)

The JSPM [6] was used to model all the slabs with edge columns modelled with ATENA using 3D solid elements. Nonlinear joint elements (jel3) were inserted between the nodes of the shell elements lying to either side of a square control perimeter positioned at 0.5d from the column face where d is the slab effective depth. These joints are depicted two-way since they are used to simulate punching failure. Weak jel3 elements with almost zero-resistance were positioned along parts of the control perimeter further than 1.5d from the column corners which are neglected in MC2010 [19] as indicated in Fig. 3. The dimensions $c_1$ and $c_2$ in Fig. 3 refer to the longer and shorter column sides respectively while d is the slab effective depth. The 6-degree of freedom jel3 element has 4 nodes of which nodes 1 and 2 form the joint and are initially coincident. Nodes 3 and 4 are used to define the x axis and the plane in which the y-axis is positioned respectively. In the JSPM, nodes 1 and 2 are positioned around the punching control perimeter, node 3 is positioned around the line of radial contraflexure where rotations are typically greatest and node 4 is placed on the column chord just above the slab centre-line. The limiting joint shear resistance is calculated at each load step in terms of the relative slab-
column rotation which is given by the difference between the rotations at nodes 3 and 4. Initially jel3 behaves linearly with out-of-plane stiffness, depicted $k_{\text{inc}}$, calculated as follows:

\[
\text{in which } E_c \text{ is the concrete elastic modulus, } l_s \text{ is the joint spacing, } \nu \text{ is Poisson’s ratio which is taken as 0.2 and } k_{\text{red}} \text{ is an out of plane stiffness reduction factor that accounts for cracking.}
\]

The joint shear force is calculated in terms of the vertical joint separation until the joint fails in shear. Subsequently, the joint shear force is calculated in terms of its sector rotation using equation (2) of the CSCT. Each joint fails independently when its shear force reaches its resistance calculated in accordance with the critical shear crack theory (CSCT) of Muttoni [20], which relates shear resistance to relative slab-column rotation. The shear strength of each joint is calculated in terms of its sector rotation as follows:

\[
\text{where } l_{si} \text{ is the spacing of joint } i, f_c \text{ is the concrete cylinder strength, } \psi_{si} \text{ is the relative slab column sector rotation for joint } i, \text{ which is continuously updated through the analysis, } d \text{ is the average slab effective depth and } d_g \text{ is the maximum aggregate size.}
\]

![Fig. 2 Plan showing original and parametric test set-up regenerated from [15] (all dimensions in mm).](image)

![Fig. 3 Control perimeter by MC2010 [19] with a) $c_1 > 3d$ and $c_2 < 3d$ and c) $c_1$ and $c_2 < 3d$](image)

### 6.1 Shear force distribution along the control perimeter

A parametric study was carried out to determine a suitable choice of $k_{\text{inc}}$ for edge column connections. All slabs were analysed with $k_{\text{inc}} = 1 \times 10^2$ N/mm (rigid). Additionally, $k_{\text{inc}}$ was calculated with $k_{\text{red}} = 0.1, 0.5, 0.8$ and $1.0$ for HXXX and XXX as well as $k_{\text{red}} = 0.1$ and $1.0$ for L1, L2, L1b and L1c.
Without an additional failure criterion, global failure is triggered in the JSPM when all joints fail. In this case, the JSPM overestimates punching resistance since the extent of shear redistribution at punching failure is overestimated. The reason for this was investigated by plotting the shear force/length around the control perimeter at several load steps for each value of \( k_{inc} \). The resulting shear force distributions were compared with shear force distributions obtained using ATENA at the same load steps. This is illustrated in Fig. 4 below which shows shear force distributions around the control perimeter of slab HXXX determined using the JSPM (with \( k_{inc} = 1e12 \text{ N/mm} \)) and ATENA. Shear forces are shown for the JSPM at the failure loads obtained with ATENA (\( V_{\text{ATENA}} \)), experimentally (1.15 \( V_{\text{ATENA}} \)) as well as 1.22\( V_{\text{ATENA}} \). The shear force/length obtained with ATENA at \( V_{\text{ATENA}} \) is also shown for comparison. Fig. 4 shows that downward redistribution of joint shear forces occurred between \( V_{\text{ATENA}} \) and 1.22\( V_{\text{ATENA}} \). This arises because once a joint fails, it softens following the calculated CSCT resistance curve, which allows shear redistribution to the adjacent joints. Without intervention, the analysis continues until all joints fail which overestimates punching resistance. Consequently, an additional failure criterion is needed to adjust the JSPM predictions as found in [9] for eccentrically loaded internal slab column joints.

Fig. 4 Shear force/length distribution for specimen HXXX at different loads

Fig. 5 compares shear force per unit length distributions obtained with ATENA and the JSPM, with \( k_{red} = 0.1 \), for slab L1b with an eccentricity of 700 mm. The shear force/unit length is plotted around a rectangular perimeter at a distance of \( d/2 \) from the column face. Shear forces are shown in Fig. 5 (left) at loads of 0.47 \( P_{u \text{ATENA}} \) and in Fig. 5 (right) at \( P_{u \text{ATENA}} \) as well as 0.93\( P_{u \text{ATENA}} \). Fig. 5 (right) shows a shear reversal at the three joints next to the free edge at higher loads. The reason for this was investigated and found to be related to the proportion of unbalanced moment carried by eccentric shear, flexure and torsion. At 0.93\( P_{u \text{ATENA}} \), eccentric shear and torsion carried 49.7% and 22% of the unbalanced moment respectively with the remainder carried by flexure. As the load increased to \( P_{u \text{ATENA}} \), the eccentric shear component of moment resistance reduced to 33.3% while the torsional component increased to 37.6% of the unbalanced moment. The JSPM shear force distribution at \( P_{u \text{ATENA}} \) is considered unrealistic.

7 Modified JSPM failure criterion

The failure load predicted by the JSPM depends on the joint at which global failure is assumed to be triggered as well as the adopted joint shear stiffness \( k_{inc} \). Reducing \( k_{inc} \) flattens the shear force/length distribution, thereby, reducing the peak shear force and increasing the calculated punching resistance. Reducing \( k_{red} \) also reduces the proportion of unbalanced moment that is carried by eccentric shear. Fig. 6 below compares the experimental and predicted load-deflection responses of slabs XXX and HXXX of El-Salakaway et al. [13] with 250 mm square columns. The coefficient \( k_{inc} \) was assumed to be 1e12 N/mm in the JSPM. Global punching failure of slabs with square columns (all with \( c_1 < 3d \) where \( c_1 \) is defined in Fig. 3) was assumed to occur when the joint midway along \( c_1 \) failed. As shown in Fig. 6, this approach gives reasonable estimates of the experimentally observed failure load.
In the absence of available experimental data, the JSPM predictions for elongated columns are compared with the ATENA predictions which are themselves subject to error. Punching failure was assumed to occur when the last two-way joint along side $c_1$ (see Fig. 3) at 1.5d from the inner column face failed. Dummy joints with minimal resistance were used along the central part of $c_1$ which is neglected in MC2010. Utilising this assumption, punching resistance at elongated edge columns tended to be underestimated if $k_{inc}$ was taken as 1e12. Improved estimates of punching resistance were obtained if $k_{inc}$ was calculated with $k_{red} = 0.1$ as adopted by Setiawan et al. [6] for eccentrically loaded internal slab column connections. Predictions of the JSPM with $k_{red} = 0.1$ are illustrated in Fig. 7 for elongated columns. Fig. 7 (left) compares the load-rotation responses obtained with the JSPM and ATENA for slab L1b with an eccentricity of 700 mm. Also shown is the load-rotation response obtained with ADAPTIC omitting the joints of the JSPM. Similarly, Fig. 7 (right) shows the load-rotation behaviour of slab L1b with an eccentricity of 1200 mm. The modified JSPM predictions compare reasonably well with ATENA, while the shell model without joints is unable to predict the punching shear failure load. Table 2 summarises punching resistances obtained with ATENA and the JSPM with $k_{inc} = 1e12$ for square columns and $k_{inc}$ calculated with $k_{red} = 0.1$ for elongated columns. In most cases, the JSPM predictions compare reasonably with the ATENA predictions.

8 Conclusion

This paper uses numerical analysis to investigate punching shear failure at edge columns of flat slabs. The effect of loading eccentricity and column size are investigated through the use of 3D solid elements, and the joint shell punching model (JSPM) of Setiawan et al. [6]. The effect of column elongation on punching resistance at edge columns is investigated seemingly for the first time. NLFEA is carried out with 3D solid elements using ATENA to investigate the influence of loading eccentricity...
Examination of the shear force/unit length around a rectangular control perimeter at 0.5d from the column face shows that shear redistribution occurs near failure with shear being redistributed from highly stressed to less stressed parts of the perimeter. The results of the NLFEA with ATENA are used to develop a provisional failure criterion for the JSPM at edge columns. Global punching failure is assumed to occur in the JSPM at initial failure of the two-way joint midway along the side c₁ (see Fig. 3). In the case of large columns with c₁ > 3d, global failure is assumed to occur when the joint along c₁ at 1.5d from the inner column face fails. Dummy joints with minimal resistance were positioned along segments of the control perimeter further than 1.5d from the column face which are neglected in MC2010. This approach limits shear distribution between the joints and prevents the JSPM from over predicting punching resistance. Further research is needed to generalise the applicability of the JSPM to other column sizes and eccentricities.

![Column reaction vs. maximum rotation in slab L1b, e= 700 mm](image1)

![Column reaction vs. maximum rotation in slab L1b, e= 1200 mm](image2)

Fig. 7 Load-deflection response of slab L1b with eccentricity of 700 mm (left) and with eccentricity of 1200 mm (right) with modified JSPM predictions

### Table 2 Modified JSPM load predictions

<table>
<thead>
<tr>
<th>Slab</th>
<th>Column size (mm)</th>
<th>Eccentricity (mm)</th>
<th>V TEST (KN)</th>
<th>V ATENA (KN)</th>
<th>V JSPM modified (KN)</th>
<th>% Difference with TEST or ATENA</th>
</tr>
</thead>
<tbody>
<tr>
<td>XXX</td>
<td>250 x 250</td>
<td>300</td>
<td>125</td>
<td>117.9</td>
<td>122</td>
<td>-2% (TEST)</td>
</tr>
<tr>
<td>HXXX</td>
<td>250 x 250</td>
<td>660</td>
<td>69</td>
<td>61</td>
<td>73</td>
<td>6% (TEST)</td>
</tr>
<tr>
<td>L2</td>
<td>300 x 300</td>
<td>0</td>
<td>315</td>
<td>318.3</td>
<td>373</td>
<td>18%</td>
</tr>
<tr>
<td>L1</td>
<td>300 x 300</td>
<td>300</td>
<td>308</td>
<td>345</td>
<td>380</td>
<td>23% (TEST)</td>
</tr>
<tr>
<td>L1</td>
<td>300 x 300</td>
<td>500</td>
<td>Not applicable</td>
<td>301</td>
<td>319</td>
<td>6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>700</td>
<td></td>
<td>270</td>
<td>266</td>
<td>-1%</td>
</tr>
<tr>
<td>L1b</td>
<td>750 x 300</td>
<td>500</td>
<td>Not applicable</td>
<td>459</td>
<td>512</td>
<td>11%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>700</td>
<td></td>
<td>400</td>
<td>372</td>
<td>-7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1200</td>
<td></td>
<td>226</td>
<td>180</td>
<td>-20%</td>
</tr>
<tr>
<td>L1c</td>
<td>1000 x 300</td>
<td>1000</td>
<td>Not applicable</td>
<td>383</td>
<td>321</td>
<td>-16%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1200</td>
<td></td>
<td>253</td>
<td>232</td>
<td>-8%</td>
</tr>
</tbody>
</table>
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Abstract

In terms of climate change, more heat-insulating brick masonry are continuously being used in construction of buildings. In practice, it takes a very long time for a newly developed brick to receive approval. Regarding the requirements of building physics, which also includes fire protection, a simplified investigation procedure should enable a quick classification of fire protection.

In order to achieve this goal, various test reports from fire tests with heat-insulating masonry are analysed and in a second step further fire tests are carried out in a targeted manner. Within the scope of the evaluation of the test reports, initial investigations have already shown that minimum fire resistance classes can be formed on the basis of the test reports, but that these classes must be viewed very conservatively and critically. At the end of the research project, economic minimum fire resistance classes for heat-insulating brick masonry should be excised, as they are currently available for standardised bricks in the national annex DIN EN 1996-1-2/NA:2013 [7].

1 Scientific, technical and economic importance

The demand for building materials with steadily increasing requirements for thermal protection, acoustic insulation and fire protection for masonry in residential construction has continuously grown. According to the housing market forecast 2030 published in May 2015 by the Federal Institute for Building, Urban and Regional Research (Bundesinstitut für Bau-, Stadt- und Raumforschung - BBSR), the number of households will increase by more than 500,000 in the period from 2015 to 2030 and will be approximately 1.3 % higher in 2030 than in 2015 [1].

According to the german society for masonry construction (Deutsche Gesellschaft für Mauerwerksbau - DGfM), around 76% of all walls for the construction of new residential buildings were built of masonry in 2015 [2]. This market-leading use of masonry in residential construction will continue in the years after 2015, as shown in Figure 1.

![Comparison of building materials in Germany](image-url)
A study carried out at the Technical University of Darmstadt, which considers the three sustainability dimensions of ecology, economy and socio-culture over the entire life cycle of residential construction, also presents the numerous sustainability-relevant advantages of masonry. Furthermore, a study by the working group for contemporary building e.V. (Arbeitsgemeinschaft für zeitgemäßes Bauen e.V. - ARGE/eV) showed the high economic efficiency of masonry in housing construction. According to this study, the average construction costs for masonry are 2 to 3.8 % lower than for concrete and 4.7 to 6 % lower than for timber construction. In addition, external walls made of masonry in apartment buildings are approximately 11 % less expensive compared to the use of reinforced concrete and have a cost advantage of approximately 15 % compared to timber constructions. The results clearly show that masonry is still the most economical construction method in terms of the necessary contribution to the creation of affordable and social housing [2].

If the masonry building materials from the statistics "Building and living - building permits for residential and non-residential buildings according to predominantly used building material" (Bauen und Wohnen - Baugenehmigungen von Wohn- und Nichtwohngebäuden nach überwiegend verwendetem Baustoff) in Figure 1 are considered separately, Figure 2 shows that the brick used in the construction of new apartments is the most frequently used representing building material for masonry [3].

In line with the high demand for brick products for masonry construction described above, the brick and tile industry must react promptly with market-oriented products that meet the constantly increasing building physics requirements for thermal protection, acoustic insulation and fire protection. The innovative measures required for this include not only optimizations on the raw material side or during the burning process, but also targeted adjustments to the geometric hole pattern and web design as well as the use of fillers (lightweight materials) as highly insulating components. The improvement of only one physical property interacts in different ways with the other physical properties. For example, an improved thermal conductivity due to an increase in porosity caused by the raw material usually reduces the acoustic insulation or the permissible mechanical load-bearing capacity. These requirements are set in the respective general building authority approvals or type approvals. For the declaration of the product and its possible applications, a proof of the physical building properties must be provided. This includes also a classification in fire resistance classes for fire protection. According to the current state of the art, these are large fire tests on storey-height walls for a product in
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accordance with the European harmonised standards EN 1363-1:2012 [4], EN 1363-2:1999 [5] and EN 1365-1:2013 [6]. These tests are usually very expensive and time consuming. Due to economic efficiency, manufacturers of brick masonry are interested in the lowest possible number of fire tests. As a result, the optimum utilisation is not always achievable, either because of the desired fire resistance class, that has not been achieved or because of a too low classification, that limits the possible uses of an approved product in masonry construction. This inadequate classification is related to the test conditions, that require a fire test under continuous masonry loading. The height of the load is mainly calculated on the wall compressive strength, which is based on an $f_k$ value, which is determined separately in the approval procedure.

The national annex DIN EN 1996-1-2/NA:2013 [7] contains a table of values for a classification of the fire resistance duration of masonry walls according to the current state of the art. By using these values, a quick classification of the fire resistance class can be made for different material properties in combination with different degrees of utilisation. However, the table of values for brick masonry given in the standard are only applicable when using normal masonry mortar and/or light masonry mortar. For heat insulating brick masonry, which is usually made with thin-bed mortar, there are no simplified table of values that would be necessary for a quick classification into fire resistance classes. In addition, the tables only apply to standard bricks and bricks with a gross density class ≥ 0.8. Heat-insulating hollow bricks with large chambers and heat-insulating hollow bricks with small chambers, which predominantly have a gross density class < 0.8, are as well excluded in the existing tables.

Furthermore, the approach of the research activity should define extended fields of application. Among other things, the subject of the investigations is aimed at acquiring knowledge that allows statements to be made on the extent to which the compressive strength of thermally insulating vertically perforated bricks correlates with different temperature stresses and which differences in the event of fire between thin-bed mortar and normal masonry mortar must be taken into account. For these investigations, different masonry bricks are to be assigned into groups regarding to their properties (total perforated cross section, web thickness, etc.) and analysed in tests with temperature and pressure loads.

By defining minimum fire resistance classes for different groups of heat-insulating brick masonry, a simple and quick classification of fire resistance shall be achieved in the future. The tests or calculated proofs of fire resistance required in the context of general building authority approval procedures could be omitted thereby.

2 Working hypothesis

The aim of this research project is, on the one hand, to define data on fire resistance or fire resistance class for heat-insulating brick masonry with different loads / degrees of utilisation under boundary conditions to be observed (brick dimensions, proportion of holes, etc.), on the basis of the results of the basic research and, on the other hand by evaluating existing fire tests and further experiments. Due to the elaboration of minimum fire resistance classes, these results form the basis for a new simplified assessment of fire resistance without or with reduced experimental effort. In order to determine the necessary minimum fire resistance classes, all relevant effects and material characteristics for the design must be determined and taken into account but also confirmed by experimental tests.

When defining extended areas of application, special attention should be paid to the possibility of specifying increased fire resistance durations for lower utilization factors or higher utilization factors for lower fire resistance durations. It should also be clarified whether the slenderness of masonry walls can be extrapolated, which would lead to a wider application area of the products. In addition to the determination of minimum fire resistance classes relevant to standards, the project will also investigate whether small-format fire tests could replace the time-consuming and costly large-scale fire tests with walls measuring 3 m x 3 m.

Heiner Kruse, Catherina Thiele, Christian Glock | 226
Small-format fire tests would be necessary if the defined minimum fire resistance classes are not sufficient for the manufacturer or if his product cannot be assigned to any group of bricks. The aim purpose is to show to what extent the small-scale tests can replace the large-scale fire tests with averaging costs of approximately 12,500 € per test and with a period of time from planning to evaluation of at least half a year. For this purpose, special attention is paid to the different types of failure of heat-insulating vertically perforated bricks in the event of fire. If comparable results can be achieved with smaller wall sections, a cost-effective and comparatively fast testing of masonry walls would be conceivable, which would also save valuable resources such as the basic materials for brick production as well as oil and gas used for firing the test furnaces.

3 Evaluation and first results

The research objectives are realised by means of fire tests and by evaluating information from previous fire tests on brick masonry walls. Based on an initial evaluation, it has already been shown that the characteristic features used in the approvals for classification into fire resistance classes have the greatest impact on the fire test results. However, the hole cross-section also shows a significant influence on the test duration. Referring to the test results, the first minimum fire resistance classes have already been formed. When the table 1 was created, the procedure was such that firstly rough relations between the tests were searched in the results. These were then further verified and the individual limit values were determined. The following table shows the results from all available test reports for load-bearing and space-enclosing walls.

**Fig. 3** An exemplary arrangement of thermocouples on the non-flamed side and arrangement of the deformation measurements for brick masonry walls according to EN 1364-1:2015 [8].
Table 1  Classification in fire resistance classes depending on relevant parameters for load-bearing and room-enclosing walls (1-sided fire exposure).

<table>
<thead>
<tr>
<th>Line</th>
<th>Thickness</th>
<th>Gross density class</th>
<th>Compressive strength class</th>
<th>$\alpha_\text{fi}$</th>
<th>Fire resistance class according to [EN 13501-2] [9]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>≥ 365</td>
<td>≥ 0.6</td>
<td>≥ 10</td>
<td>≤ 0.7</td>
<td>REI 60</td>
</tr>
<tr>
<td>2</td>
<td>≥ 365</td>
<td>≥ 0.6</td>
<td>≥ 4</td>
<td>≤ 0.6</td>
<td>REI 60</td>
</tr>
<tr>
<td>3</td>
<td>≥ 300</td>
<td>≥ 0.6</td>
<td>≥ 10</td>
<td>≤ 0.61</td>
<td>REI 90 / REI 60</td>
</tr>
<tr>
<td>4</td>
<td>≥ 300</td>
<td>≥ 0.6</td>
<td>≥ 4</td>
<td>≤ 0.6</td>
<td>REI 60</td>
</tr>
<tr>
<td>5</td>
<td>≥ 240</td>
<td>≥ 0.6</td>
<td>≥ 4</td>
<td>≤ 0.5</td>
<td>REI 90 / REI 60</td>
</tr>
</tbody>
</table>

However, the table above shows some contradictions for the fire resistance class. For example, according to lines 1 and 2 (thicknesses ≥ 365 mm), the maximum permissible resistance class is REI 60, but for thicknesses ≥300 mm, with certain requirements for gross density class, compressive strength and $\alpha_\text{fi}$ according to line 3, even REI 90. This can be explained by the fact that when drawing up minimum fire resistance classes for thicknesses ≥ 300 mm, only test results of walls with a thickness < 300 mm may be considered, since according to the regulations in EN 1365-1, section 13 [6] the test results may be transferred to walls with greater thicknesses. If there occurs no test with a failure (wall collapse) of less than 90 minutes in this amount of data, then for thicknesses ≥ 300 mm REI 90 is specified as the fire resistance class. If thicknesses of ≥ 365 mm are considered, it is possible that fire tests with a duration of less than 90 minutes may occur in this new data set. Therefore the classification for these thicknesses is REI 60.

The decrease in fire resistance duration with increasing thickness is not plausible and must be regarded critically, due to the still relatively limited data basis. Therefore, REI 90 should be changed to REI 60 in these cases. This is marked in orange in the table 1. Nevertheless, it should be noted that $\alpha_\text{fi}$ is more restricted at a thickness of ≥ 300 mm than at a thickness of ≥ 365 mm.

However, it is questionable whether a reduction of $\alpha_\text{fi}$ by 0.09 is sufficient to guarantee that every wall with the properties according to line 3 complies with REI 90. In order to confirm this, an evaluation of a larger amount of data by test results or further test reports would be necessary.

The requirement for line 5 must also be questioned, because especially for narrow masonry walls ≤ 240 mm only 11 evaluable test reports were available. In the most test reports, a thickness of 300 mm or 365 mm was tested.

According to line 2 and line 4 of table 1, all walls with these characteristics meet REI 60 and this statement may be secured regarding to the fact that in no test report in which walls have been tested, a failure has occurred before 60 minutes.

Further investigations carried out to date have shown that even the integrated insulation filling in a brick can cause spalling in the event of fire. This is due to thermal stresses, which are based on locally different thermal conductivities and the resulting temperature differences in the rows of holes in the bricks. Based on these findings, fire tests will be carried out with filled and unfilled vertically perforated insulating bricks. Further tests will also show the differences between different insulating materials.

### 4 Conclusion based on current knowledge

The establishment of minimum fire resistance classes based on test reports is possible in general, but these are very conservative, because a test result with a short test duration limits all other results to this duration. However, the determination of the limit values cannot be described in general terms when it is created. The problem in this case is that it is not possible to identify which test is decisive. If one test achieves a short test duration with relatively high utilisation and another test achieves a longer test duration with a lower utilisation, it cannot be determined which is the decisive case. It is possible that the second mentioned test with the utilization from the first test would achieve a shorter test duration than the first one.

The classification into individual brick groups sometimes leads to more economical fire resistance classes, but this also reduces the data basis. As part of the research project, planned fire tests should provide more detailed information on the described topic. The preliminary investigations are taken into
account, which have shown that in fire tests on heat-insulating brick masonry, a distinction must be made between filled and unfilled bricks. A distinction between large-chamber bricks and bricks with small holes should also provide more detailed information about different types of brick in the event of fire.

Further tests should also define an extended range of application of heat-insulating brick masonry and provide an answer to the question if large-scale fire tests in general could be replaced by smaller substitute tests in the future.
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Abstract

The efficiency of the entire economic system in the country depends on one of it’s most important branch – building industry. For its rapid development, it is necessary not only to improve the quality indicators of materials, the technology of manufacturing and installation of buildings elements and structures, but also the design methods for structures under influence of complex deformation (compression, bending and torsion).

Reinforced concrete has become widespread used among building materials used for the constructing of load-bearing elements for industrial and civil buildings and engineering structures. The most cost-effective cross-sectional shape of reinforced concrete bending elements is T-shape. The difficulty of designing such elements is caused by the variety of the concrete compressed zone forms: triangular, trapezoidal, pentagonal, hexagonal. Therefore, in order to create a design method for biaxial bended reinforced concrete T-section beams, it is necessary to derive the analytic dependence of stress-strain state parameters for recognizing each group of forms using nonlinear deformation model. The obtained formulas will give an opportunity to accurately describe the stress-strain state in the normal section of the reinforced concrete T-section beam. The stresses and deformations will be represented depending on the following factors: the position of the neutral line, which is characterized by the angle $\theta$ of its inclination to the horizontal axis and the height $X$ of the concrete compressed zone, as well as the value of the concrete relative strains level in the most compressed fiber $\eta_m$. As shown by the analysis, the values of these factors can generally vary within the following limits: $0 \leq \theta \leq 90^\circ$, $0 \leq X \leq h \cos \theta$, $0 \leq \eta_m \leq 2.7$, which can be used as boundary characteristics.

The given parameters values for the reinforced concrete beams stress-strain state under biaxial bending change depending on the load level. The process of obtaining a model of the stress-strain state of the biaxial bended reinforced concrete T-section beam since the beginning of the loading till the time of destruction was automated using the MS Excel and AutoCAD software.

1 Introduction

In today’s world, the building industry is still considered to be one of the most important and influential in the world. It is connected with all economical and political spheres of social life. For the development of building industry it is necessary to constantly improve and automate methods of calculation of building structures [1 – 4]. In this case an important step is the use of stress-strain state modeling method in order to analyze the possibilities of the elements’ work under compression, biaxial bending and torsion [5 – 6].

Particular attention is attracted by the necessity for process changing knowledge of the stress-strain state parameters in the normal section of the reinforced concrete T-section beams. Especially important is the knowledge about the compressed zone shapes, which are determined by the position of the neutral line in the cross section through the parameters: $X$ – height of the concrete compressed zone, $\theta$ – angle of neutral line inclination and $\eta_m$ – the value of the concrete relative strains level in the most compressed fiber. This paper identifies possible shapes of the compressed zone: rectangle, triangle, trapezoid, pentagon and hexagon [7 – 8]. For each form in the process of integration analytical dependences are obtained, by which it is possible to determine the coordinates of stress resultant application in such zones. For better visual perception, of stress-strain state models in the normal section of the reinforced concrete T-section beam were constructed.
2 Choice of coordinate system for theoretical studies

To create the stress-strain state model of the bended reinforced concrete T-section element, a nonlinear diagram of the stress-strain relationship for the compression concrete was used [9].

For the convenience of theoretical research of the stress-strain state, the stress distribution law in the coordinate system $X_0, y_0$ depending on the coordinates $x_0$ and $y_0$ with $K = 2$ was used [3–4]. This made it possible to determine the stress value at any point of the reinforced concrete beam cross section. The stress distribution law in the compressed concrete zone of the normal cross-section has the form (Fig. 1–4):

$$\sigma_e(x_0; y_0) = f_{cd} \left[ \frac{2\eta_m}{X}(X - x_0 \sin \theta - y_0 \cos \theta) - \frac{\eta_m^2}{X^2}(X - x_0 \sin \theta - y_0 \cos \theta)^2 \right]. \quad (1)$$

where $f_{cd}$ – the calculated value of the concrete compressive strength; $X$ – height of the concrete compressed zone; $\eta_m$ – the value of the concrete relative compression strains level in the most compressed fiber; $x_0 \text{ and } y_0$ – the coordinates of the point that is considered; $\theta$ – the angle of inclination of the neutral line to the horizontal axis.

3 The formulas of stress resultant in the concrete compressed zone $N_c$ and its application coordinates $x_{0,Nc}$ and $y_{0,Nc}$ for different forms of compressed zone

3.1 Triangular shape (Fig. 1)

The stress resultant $N_c$ in the compressed zone of concrete for this case:

$$N_c = \int_0^{x_{\text{top}}} \int_0^{X_{\text{top}}} \sigma_e(x_0; y_0) dy_0 \, dx_0. \quad (2)$$

After integration we have that

$$N_c = \frac{f_{cd} X^2}{\sin 2\theta} \omega_1, \quad (3)$$

where $\omega_1$ – the completeness coefficient of the stress distribution diagram in the compressed concrete zone of triangular shape under biaxial bending [table. 1].

Application coordinates of stress resultant $N_c$ in the compressed concrete zone

$$x_{0,Nc} = \frac{S_{c,x_0}}{N_c}, \quad (4)$$

$$y_{0,Nc} = \frac{S_{c,y_0}}{N_c}. \quad (5)$$

In formulas (4) and (5):

$$S_{c,x_0} = \frac{f_{cd} X^3}{\sin 2\theta \cos \theta} \cdot \varphi_{x_0}, \quad (6)$$

$$S_{c,y_0} = \frac{f_{cd} X^3}{\sin 2\theta \sin \theta} \cdot \varphi_{y_0}. \quad (7)$$
The change of stress-strain state in biaxial bended reinforced concrete Т-section beams depending on the load

Yuliia Prykhodko, Andrii Pavlikov

where \( \varphi_{x1}, \varphi_{y1} \) – the completeness coefficients of the stress distribution diagram in the compressed concrete zone of triangular shape under biaxial bending [table. 1].

### 3.2 Trapezoidal shapes (Fig. 2)

![Fig. 2 Trapezoidal shapes of the reinforced concrete Т-section element compressed zone: case 1 (left), case 2 (right)](image)

The stress resultant \( N_c \) in the compressed zone of concrete for the first case (Fig. 2, left):

\[
N_c = \int_0^{b_{y1}} dx_0 \int_0^{h_{y1}} \frac{X-x_0 \sin \theta}{\cos \theta} \sigma(x_0; y_0) dy_0 = \frac{f_{cd} X^2}{\sin 2\theta} \cdot \omega_2,
\]

where \( \omega_2 \) – the completeness coefficient of the stress distribution diagram in the compressed concrete zone of trapezoidal shape (case 1) under biaxial bending [table. 1].

The coordinates of stress resultant \( N_c \) are calculated by substituting into formulas (4) and (5):

\[
S_{c,x0} = \frac{f_{cd} X^3}{\sin 2\theta \cos \theta} \cdot \varphi_{x2},
\]

\[
S_{c,y0} = \frac{f_{cd} X^3}{\sin 2\theta \sin \theta} \cdot \varphi_{y2},
\]

where \( \varphi_{x2}, \varphi_{y2} \) – the completeness coefficients of the stress distribution diagram in the compressed concrete zone of trapezoidal shape (case 2) under biaxial bending [table. 1].

The stress resultant \( N_c \) in the compressed zone of concrete for the second case (Fig. 2, right):

\[
N_c = \int_0^{b_{y2}} dy_0 \int_0^{h_{y2}} \frac{X-x_0 \sin \theta}{\cos \theta} \sigma(x_0; y_0) dx_0 = \frac{f_{cd} X^2}{\sin 2\theta} \cdot \omega_3,
\]

where \( \omega_3 \) – the completeness coefficient of the stress distribution diagram in the compressed concrete zone of trapezoidal shape (case 2) under biaxial bending [table. 1].

The coordinates of stress resultant \( N_c \) are calculated by substituting into formulas (4) and (5):

\[
S_{c,x0} = \frac{f_{cd} X^3}{\sin 2\theta \cos \theta} \cdot \varphi_{x3},
\]

\[
S_{c,y0} = \frac{f_{cd} X^3}{\sin 2\theta \sin \theta} \cdot \varphi_{y3},
\]

where \( \varphi_{x3}, \varphi_{y3} \) – the completeness coefficients of the stress distribution diagram in the compressed concrete zone of trapezoidal shape (case 2) under biaxial bending [table. 1].

### 3.3 Pentagonal shapes (Fig. 3)

The stress resultant \( N_c \) in the compressed zone of concrete for the first case (Fig. 3, left):

\[
N_c = \int_0^{h_{x1}} dx_0 \int_0^{h_{y1}} \frac{X-x_0 \sin \theta}{\cos \theta} \sigma(x_0; y_0) dy_0 + \int_0^{h_{x1}} dx_0 \int_0^{h_{y1}} \frac{X-x_0 \sin \theta}{\cos \theta} \sigma(x_0; y_0) dy_0 = \frac{f_{cd} X^2}{\sin 2\theta} \cdot \omega_4,
\]

where \( \omega_4 \) – the completeness coefficient of the stress distribution diagram in the compressed concrete zone of pentagonal shape (case 1) under biaxial bending.
The coordinates of stress resultant $N_c$ are calculated by substituting into formulas (4) and (5):

\[
S_{c,x0} = \frac{f_{cd}}{\sin 2\theta \cos \theta} X^3 \varphi_{c4},
\]

\[
S_{c,y0} = \frac{f_{cd}}{\sin 2\theta \sin \theta} X^3 \varphi_{c4},
\]

where $\varphi_{c4}, \varphi_{c4}$ – the completeness coefficients of the stress distribution diagram in the compressed concrete zone of pentagonal shape (case 1) under biaxial bending.

The stress resultant $N_c$ in the compressed zone of concrete for the second case (Fig. 3, right):

\[
N_c = \int_0^{h_{cd}} dx_0 \int_0^{h_{cd}} dy_0 \sigma(x_0; y_0) dx_0 \int_0^{X - h_{cd} \sin \theta} \cos \theta \sigma(x_0; y_0) dy_0 = \frac{f_{cd}}{\sin 2\theta \cos \theta} X^2 \omega_5,
\]

where $\omega_5$ – the completeness coefficient of the stress distribution diagram in the compressed concrete zone of pentagonal shape (case 2) under biaxial bending.

The coordinates of stress resultant $N_c$ are calculated by substituting into formulas (4) and (5):

\[
S_{c,x0} = \frac{f_{cd}}{\sin 2\theta \cos \theta} X^3 \varphi_{c5},
\]

\[
S_{c,y0} = \frac{f_{cd}}{\sin 2\theta \sin \theta} X^3 \varphi_{c5},
\]

where $\varphi_{c5}, \varphi_{c5}$ – the completeness coefficients of the stress distribution diagram in the compressed concrete zone of pentagonal shape (case 2) under biaxial bending.

### 3.4 Hexagonal shape (Fig. 4)

The stress resultant $N_c$ in the compressed zone of concrete for hexagonal shape:
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The coordinates of stress resultant \( N_c \) are calculated by substituting into formulas (4) and (5):

\[
S_{c,x0} = \frac{f_{cd} X^3}{\sin 2\theta \cos \theta} \cdot \phi_{c6},
\]

\[
S_{c,y0} = \frac{f_{cd} X^3}{\sin 2\sin \theta} \cdot \phi_{c6},
\]

where \( \phi_{c6} \) – the completeness coefficients of the stress distribution diagram in the compressed concrete zone of hexagonal shape under biaxial bending.

Table 1 shows the formulas for the triangular and trapezoidal forms of the compressed zone. Formulas for pentagonal and hexagonal forms are similarly derived.

Table 1  The completeness coefficients of the stress distribution diagram in the compressed concrete zone under biaxial bending

<table>
<thead>
<tr>
<th>Geometric shape</th>
<th>Formulas for calculating the completeness coefficients of the stress distribution diagram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triangle</td>
<td>( \omega_1 = \eta_{mc} (4 - \eta_m)/6; \omega_2 = \eta_{mc} (5 - \eta_m)/30 )</td>
</tr>
</tbody>
</table>
| Trapeze (case 1)| \( \omega_2 = \eta_{mc} (4 - \eta_m) - 4 \cdot (\gamma_1 - \gamma_3)^3 + \eta_{mc} (1 - \gamma_1)^3)/6; \)
|                 | \( \omega_3 = \eta_{mc} (5 - \eta_m) - 20 \cdot (\gamma_1 - \gamma_2)^3 + 5 \cdot (3 + \eta_m) (1 - \gamma_1)^3)/30; \)
|                 | \( \omega_3 = \eta_{mc} (5 - \eta_m) - 20 \cdot (1 - \gamma_2)^3 + 5 \cdot (3 + \eta_m) (1 - \gamma_2)^3)/30; \)
| Trapeze (case 2)| \( \omega_2 = \eta_{mc} (4 - \eta_m) - 4 \cdot (\gamma_1 - \gamma_3)^3 + \eta_{mc} (1 - \gamma_1)^3)/6; \)
|                 | \( \omega_3 = \eta_{mc} (5 - \eta_m) - 5 \cdot (\gamma_1 - \gamma_2)^3 + \eta_{mc} (1 - \gamma_2)^3)/30; \)
|                 | \( \omega_2 = h_{eff} \cdot \cos \theta /X \)

4 Models of stress-strain state of the element in the compressed zone

Using the equilibrium equation of stresses in the normal section of biaxial bended reinforced concrete T-section beam with the use of MS Excel and AutoCAD software [10 – 11], models of stress-strain state at values \( \eta_m = 0.5 \) in case of trapezoidal form of compressed concrete zone (Fig. 5) and \( \eta_m = 1.5 \) in case of triangular form of compressed concrete zone (Fig. 6) are made.

Using the presented models (Figs. 5 – 6), analytical dependences were obtained to determine the basic parameters of the neutral line position in the cross section of the biaxial bended reinforced concrete T-section element.

As shown by theoretical research at low load levels, the stress distribution law has linear direction. With the increase of the load, the stress distribution diagram becomes warped, the height \( X \) of the concrete compressed zone and angle \( \theta \) of neutral line inclination decrease.

In this paper, only two stress-strain state models of the biaxial bended reinforced concrete T-section beams under load change are presented. The algorithm for constructing models for other cases is similar. Consequently, it is possible to visualize the stress-strain state and to obtain the values of all its parameters, depending on the shape, which becomes compressed zone of concrete, at any load level.

5 Conclusions

Representing the process of the stress-strain state changing by modeling with the use of a non-linear diagram for the stress-strain relations description in concrete allows to determine with great accuracy all its parameters. The obtained formulas for their calculation allow to determine with sufficient accuracy the bearing capacity of biaxial bended reinforced concrete elements.
Fig. 5  The stress-strain state model in normal section of the biaxial bended reinforced concrete T-section crane beam in case of trapezoidal form of compressed concrete zone

Fig. 6  The stress-strain state model in normal section of the biaxial bended reinforced concrete T-section crane beam in case of triangular form of compressed concrete zone
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Abstract

Accelerated carbonation is described as a treatment of recycled concrete aggregates (RCA) in order to uptake CO₂ and to improve their properties. To investigate the effectiveness of this treatment, some properties of RCA are studied: aggregates size, water content and CO₂ concentration. The main objectives are to obtain the maximum of CO₂ uptake on RCA with a simultaneous improvement of their properties, through the parametric study of carbonation parameters. The results show that a maximum of CO₂ uptake can be achieved for an optimum of water content, which depends on RCA properties. By their origin, RCA-CB 1-4 have the better CO₂ uptake of 49.9 g/kg. The increase of CO₂ concentration until 100% CO₂ can improve CO₂ uptake and fine RCA have a greater CO₂ uptake than coarse RCA (21.8 g/kg for RCA 1-4 mm with respect to 8.5 g/kg for RCA 12-20 mm). To finish, CO₂ uptake is demonstrated to have a significant effect on the decrease of water absorption coefficient, from 36 to 43%.

1 Introduction

The increase of construction waste has been growing in the last decades, due to the urban growth. It represents 224 thousand tons of waste generated in France in 2016 [1], up to 860 million tons for the whole European Union in 2015 [2]. Concrete waste are valued in recycled concrete aggregates (RCA). Recycling, allows to preserving natural resources and to promoting circular economy. The reduction of greenhouse gas as CO₂ is an important environmental concern, due to their effect on climate changes. The production of Portland cement emits CO₂ by decarbonation until 540 kg of CO₂ per ton of clinker and this production represents 5 to 7% of global emissions worldwide [3]. Due to this fact, the national project FastCarb has the main objective to use carbonation reaction to improve CO₂ uptake in RCA. The aim is to optimize the maximal CO₂ quantity that can be stored in RCA in industrial conditions, to improve ecological impact of concrete. In the national project FastCarb, three industrial equipments are used to demonstrate the practical application and feasibility with a high volume of RCA. The first is a static process with the utilisation of a container (Clamens), the second equipment is rotating drum (Vicat) and the third is a fluidized-bed cooler (Lafarge).

RCA resulting from demolition concrete, by the original concrete and the crushing process, are composed with natural aggregates and attached mortar. The latest is responsible of lower RCA properties than natural aggregates, such as high porosity, high water absorption coefficient and low density [4]. These properties can affect fresh, hardened and durability properties of recycled aggregate concretes (RAC) [5]. The NF EN 206/CN French standard indicates the quantity of RCA that can be used to replace natural aggregates according to their exposure conditions [6]. Fine RCA (< 4 mm), due to their lower properties, inferior than coarse ones, are not incorporated in concretes. To improve RCA properties and to increase their substitution rate, treatments are required. Some mechanical, thermal and chemical methods have been demonstrated to be efficient to remove as much attached mortar as possible [7]. Treatments based on calcium carbonate biodeposition, PVA emulsions, pozzolan slurry, sodium silicate solution [5] and polymers treatment [8] can be used to directly strengthen attached mortar. These treatments have advantages and limits, especially on the aspects related to energy consumption, their duration and their cost [9].

Carbonation in brief is the reaction between cement hydrates (portlandite Ca(OH)₂ and calcium silicate hydrate C-S-H) and CO₂ dissolved in interstitial water, and leads to the formation of calcium carbonates CaCO₃, by the following chemical reactions (equations 1 and 2):

\[ \text{Ca(OH)}_2 + \text{CO}_2 \rightarrow \text{CaCO}_3 + \text{H}_2\text{O} \] (1)
\[ x\text{SH}_2 + x\text{CO}_2 \rightarrow x\text{CaCO}_3 + \text{SH}_t + (x - t + z)\text{H} \] (2)
In nature, carbonation is qualified as natural carbonation, CO₂ concentration from the air is around 0.04% in volume and to carbonate structural concretes, several years are needed. The kinetics of the phenomenon depends on many factors such as the water content of concrete.

As for natural carbonation, accelerated carbonation depends on several parameters, among which relative humidity, CO₂ concentration and concrete properties, for an effectiveness of the process [10]. Moreover, this reaction depends on the CO₂ solubility which is related to relative humidity (RH). In fact, at low RH, the dissolution of CO₂ is limited by the low amount of available water in pores, while CO₂ diffusion is slowed at high RH because of the high amount of water filling the pores. Furthermore, the diffusion is higher in a gas than in a liquid water. In the literature, the optimum of RH to obtain a maximum of carbonation is the 50-80% range [11], [12]. In a laboratory, CO₂ concentration can be increased up to 100%, to accelerate carbonation process. The French standard NF EN 12390-12 limits CO₂ concentration to 3% [15] because the aim of this norm is to reproduce natural carbonation with an acceleration of the process but without changing the phenomenology and the products nature. Different effects of CO₂ concentration are described on carbonation kinetics [11]. During carbonation at high CO₂ concentrations, Thiery describes a persistence of residual portlandite [14]. This phase is due to the occurrence of a layer of calcium carbonates which reduces the porosity of cementitious materials and therefore the accessibility to non-carbonated phases. The properties of cementitious materials can affect carbonation kinetics, especially porosity and the content of non-carbonated phases. Indeed, porosity of cementitious materials is related to the formulation and the water-to-binder ratio. High porosity or high water-to-binder ratio induces high penetration of CO₂ to reach non-carbonated available phases [11].

Carbonation has a negative effect on reinforced concretes, by the decrease of pH of 13 to 9 with the dissolution of CO₂ in water and the release of H⁺ ions. This decrease leads to a depassivation and corrosion of steel reinforcements, with the increase of carbonation depth. On the other hand, carbonation is demonstrated as a potential technique to improve microstructure and mechanical properties of cement-based materials [15] and can be used as a treatment to improve RCA properties and to uptake CO₂, as a positive effect. RCA properties are improved by carbonation of recycled aggregates, as a decrease of porosity and water absorption, and the increase of density [16], [17]. The effectiveness of CO₂ storage by RCA depends on several factors: size of RCA, water content of RCA, CO₂ concentration [9]. The treatment by accelerated carbonation of RCA is imposed by their carbonation in a large curing chamber, as suggested by Zhan et al. [16]. In their study, RCA derived from laboratory preparations are kept in a full CO₂ atmosphere. They discussed the effect of size of RCA on carbonation percentage. They suggested that fine RCA (5-10 mm) can uptake 56% of CO₂, while coarse aggregates (14-20 mm) uptook 37% of CO₂. This conclusion is also confirmed by Fang et al.: for fine RCA (inferior to 2.4 mm), the uptake was around 55 g/kg of CO₂ [18]. Concerning water content of RCA, Zhan et al. demonstrated that 3.4% is an optimum of value to obtain the maximum of carbonation percentage [16]. Still in the literature, the increase of CO₂ concentration allows uptaking more CO₂. Liang et al. suggested that the maximum of CO₂ uptake of 12 g/kg is obtained for 45% of CO₂ concentration. Above this concentration, CO₂ uptake decreased due to the dense microstructure and the reduction of CO₂ diffusion [9].

Note that carbonation of recycled aggregates is not a problem for durability because the use of carbonated RCA is similar to the use of limestone aggregates. Nevertheless, in the FastCarb project concretes made with carbonated RCA will be tested to verify how the durability properties are affected by the accelerated carbonation.

This study shows the treatment of accelerated carbonation aggregates of two origins of RCA, RCA from demolition concretes and RCA from concretes derived from laboratory preparations, both having different properties. This article presents a new method of characterisation of CO₂ uptake, by taking into account the carbonation of portlandite. The process was carried out at two different CO₂ volume concentrations. At 100% CO₂, the objective is to determine the full potential of RCA to uptake CO₂. At 15% CO₂, the aim is to have the same concentration as the industrial concentration recovered in cement kilns, in order to transpose our application in industry. During the parametric study to determine the maximum of CO₂ uptake of RCA, the effect of water content was studied for all the aggregates, to obtain the optimum of water content, depending on their nature and their properties. The second purpose of this study is to conclude on the potential of carbonation to improve RCA properties, including water absorption coefficient (WAC).
2 Materials and experimental program

2.1 Materials

2.1.1 RCA from demolition concretes

The first types of RCA used for this study were RCA derived from demolition concretes, which are crushed on recycling plants. First RCA named RB are used in national project RecyBéton [19], [20]. Two sizes of RCA were studied, 1-4 mm and 10-20 mm. Their carbonation specifications are:
- RCA 1-4 mm (RB 1-4) are naturally carbonated, after a 6 years long storage,
- RCA 10-20 mm (RB 10-20) are already naturally carbonated at the surface,
- RB 10-20 have been crushed and sieve in RCA 1-4 mm (RB 1-4 C), to study the effect of natural carbonation on CO₂ uptake.

Second RCA were named CB, because coming from concrete beams that were crushed in a recycling plant (Clamens, Villeparisis – 77 (France)). They are two years old, thus we re naturally less carbonated. Only the 1-4 mm fraction was studied (CB 1-4).

Properties of all the RCA are presented in Table 1. The evaluation of water absorption coefficient (WAC) is described in section 2.2.2. The portlandite contents of RCA are determined by thermogravimetric analysis (NETZCH STA 449 F5 Jupiter, temperature conditions: 0-1250°C (10°C/min)).

Table 1 Properties of RCA (derived from demolition concretes) studied

<table>
<thead>
<tr>
<th>Properties</th>
<th>Dimension</th>
<th>RB 1-4</th>
<th>RB 10-20</th>
<th>RB 1-4 C</th>
<th>CB 1-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAC</td>
<td>%</td>
<td>4.2</td>
<td>5.1</td>
<td>5.4</td>
<td>6.8</td>
</tr>
<tr>
<td>Portlandite content</td>
<td>%</td>
<td>0</td>
<td>1 ± 0.06</td>
<td>0.5 ± 0.08</td>
<td>3.4 ± 0.3</td>
</tr>
</tbody>
</table>

2.1.2 RCA from concretes derived from laboratory preparations

Two RCA (Ordinary concrete (OC) and High performance concrete (HPC)) derived from laboratory concretes are used in this study. They were already studied in BHP2000 project [21]. The advantage to use these RCA types is that both their compositions and the cements CEMI 52.5 used for the manufacturing are known. Two sizes of RCA are used: 1-4 mm (OC 1-4 and HPC 1-4) and 12-20 mm (OC 12-20 and HPC 12-20). Concerning carbonation specifications, RCA are crushed in a laboratory environment and preserved of natural carbonation by storing them in a sealed bag. Table 2 presents WAC, portlandite contents and paste content SFSA (described by the soluble fraction by salicylic acid).

Table 2 Properties of RCA (derived from demolition concretes) studied

<table>
<thead>
<tr>
<th>Properties</th>
<th>Dimension</th>
<th>OC 1-4</th>
<th>OC 12-20</th>
<th>HPC 1-4</th>
<th>HPC 12-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAC</td>
<td>%</td>
<td>4.8</td>
<td>4.1</td>
<td>4.2</td>
<td>3.6</td>
</tr>
<tr>
<td>Portlandite content</td>
<td>%</td>
<td>4 ± 0.2</td>
<td>2.9 ± 0.3</td>
<td>2.3 ± 0.2</td>
<td>2.1 ± 0.1</td>
</tr>
<tr>
<td>SFSA</td>
<td>%</td>
<td>45 ± 3.9</td>
<td>32 ± 5.4</td>
<td>35 ± 5.6</td>
<td>34 ± 1.2</td>
</tr>
</tbody>
</table>

2.2 Experimental program

2.2.1 Accelerated carbonation test of RCA

Water content is an intrinsic parameter of carbonation, as described in the introduction. In order to increase CO₂ diffusion in RCA, it is necessary to impose an optimum of water content, and this value depends on physico-chemical properties of RCA [9]. RCA carbonation test is carried out in a first part, by setting a water content on dry RCA at the initial state. Water content is imposed by the immersion of RCA during 24 hours and after by a controlled drying in order to obtain the desired water content.
In a second part, after setting a water content on RCA, samples were kept in a desiccator as a curing chamber and a concentration of CO₂ (15% or 100% of CO₂) is maintained during 24 hours, at atmospheric pressure (figure 1). Finally, at the end of accelerated carbonation test, RCA are dried at 80°C (until constant mass) to eliminate free water in RCA [22].

To determine CO₂ uptake (in g/kg), a mass monitoring is achieved to study the weight gain after accelerated carbonation test. It is determined by the ratio between the mass of dry RCA before carbonation \( m_{\text{ini dried}} \), and the mass of dry RCA after carbonation \( m_{\text{final dried}} \) (equation 3) [22]. At this ratio, a factor \( M_{gw} \) is added, \( M_{gw} \) being defined in equation 4. This factor is used to define water mass generated by carbonation of portlandite, which is considered in this study as the only hydrate which produces bound water by carbonation [23]. About C-S-H, Morandeau et al. explains that their carbonation don’t release water [23]. The amount of portlandite which can be carbonated is determined by TGA analysis, and as indicated in equation 1, each mole of portlandite produces 1 mole of water (converted in mass to find \( M_{gw} \)).

\[
CO_2 \text{ uptake} = \frac{(m_{\text{final dried}} - m_{\text{ini dried}}) + M_{gw}}{m_{\text{ini dried}}} \quad (3)
\]

\[
M_{gw} = m_{\text{Ca(OH)2-TGA}} \times \frac{M_{H_2O}}{M_{\text{Ca(OH)2}}} \quad (4)
\]

\( m_{\text{Ca(OH)2-TGA}} \) is the mass loss due to the dihydroxylation of portlandite determined by TGA analysis, \( M_{H_2O} \) and \( M_{\text{Ca(OH)2}} \) respectively are molar mass of water and portlandite.

2.2.2 Determination of water absorption coefficient of RCA

Water absorption of RCA is measured by a simple test. Dry RCA are saturated under vacuum for 24 hours. After saturation, coarse RCA (10-20 mm) were dried with absorbent paper to determine saturated surface dry (SSD) state, which describes the state when RCA are dried at the surface, but saturated in volume by adsorbed water [24]. Then, they were dried at 80°C until constant mass. However, for fine RCA (1-4 mm), after saturation, their SSD state is determined by evaporimetric drying [25]. Then, RCA are also dried at 80°C. WAC (in percentage) is determined by difference between mass of RCA at SSD state \( (m_{\text{SSD}}) \) and mass of dry RCA \( (m_{\text{dried}}) \) as illustrated in equation 5:

\[
WAC = \frac{m_{\text{SSD}} - m_{\text{dried}}}{m_{\text{dried}}} \times 100 \quad (5)
\]

3 Parametric study of accelerated carbonation

3.1 Effect of RCA water content on CO₂ uptake

Figure 2 illustrates the effect of water content on CO₂ uptake. The curve trends are similar for both RCA. The highest CO₂ uptake has been reached for an optimum of water content comprised between 3.5 to 4% for RCA-OC 1-4 and HPC 1-4 (fig 2-B) and between 5.2 to 7.2% for RB 1-4, RB 1-4 C and CB 1-4 (fig 2-A). On both sides, minimum values of CO₂ uptake correspond to low or high water content, because of the effect of water content on carbonation. At high water content, CO₂ diffusion is slowed because of the quantity of water present in pores and at low water content is affecting the dissolution of CO₂ as previously explained.
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Water contents values differ under RCA types, these values are in the average of WAC of RCA (tables 1 and 2) (it is not the case for RB 1-4, more investigations are needed). The trends of optimum of water content are also demonstrated by Zhan et al. [16], who obtained an optimum of water content of 3.4% for a maximum of CO₂ uptake of 1.7%, for RCA 10-14 mm derived from laboratory preparations. Pan et al. [26] suggested an optimum of 5% of water content for RCA derived from demolition concrete. The CO₂ uptake values are ranging between 8.6 g/kg and 49.9 g/kg. On Figure 2-A the difference on CO₂ uptake values is attributed to the effect of initial natural carbonation. Indeed, CB 1-4 have a low natural carbonation and have the maximum CO₂ uptake (49.9 g/kg). For RB 1-4 C, crushed from RB 10-20, they are naturally partially carbonated, their CO₂ uptake is of 17.3 g/kg. Finally, RB 1-4 which have a natural carbonation after a 2 year of storage, have the lowest CO₂ uptake of 8.6 g/kg. In the literature, Fang et al. [18] obtained a maximum of CO₂ uptake around 22 g/kg for RCA 5-10 mm derived from recycling plant, which consistent with our results. Xuan et al. [27] suggested a maximum of CO₂ uptake of 7.9 g/kg for RCA 5-20 mm, which have a low natural carbonation. The effect of natural carbonation is also reported in the literature by Xuan et al. [27], who explained that for a long storage of RCA, a partial natural carbonation can affect RCA. They suggest a maximum of 7.9 g/kg of CO₂ uptake for RCA 5-20 mm which are naturally carbonated. In Figure 2-B, the difference of CO₂ uptake between OC 1-4 and HPC 1-4, is related to the portlandite rate (table 2). OC 1-4 have more portlandite left which can be carbonated (4%) than HPC 1-4 (2.3%). Moreover, the water-to-cement ratios are different between the two RCA (0.49 for OC 1-4 and 0.32 for HPC 1-4). Thus HPC 1-4 have more non-hydrated phases than OC 1-4 and Liang et al. [9] described the effect of high compressive strength, like HPC 1-4 in our study, on the densification of cement paste, which reduces CO₂ diffusion.

### 3.2 Effect of the size of RCA on CO₂ uptake

Figure 3 illustrates the effect of the size of RCA on CO₂ uptake, for OC and HPC materials. The effect of water content is also demonstrated by the curve trends.

![Fig. 2](image-url)  
**Fig. 2** Effect of RCA water content on CO₂ uptake (Fig. 2-A : accelerated carbonation test at 100% CO₂, Fig. 2-B : accelerated carbonation test at 15% CO₂)

![Fig. 3](image-url)  
**Fig. 3** Effect of the size of RCA on CO₂ uptake (Fig 3-A : OC, Fig 3-B : HPC)

On Figure 3-A, optimums of water contents are between 2.8% for OC 12-20 to 4% for OC 1-4. This optimum depends on RCA size, for fine RCA, the optimum of water content is higher than for coarse RCA and this is consistent with the effect of RCA size on water absorption coefficient. For HPC
in Figure 3-B, the same trend is observed, the optimum of water content for HPC 12-20 is 2.2%, while for HPC 1-4, the optimum is 3.5%. Maximum CO$_2$ uptakes were obtained for both RCA, for 1-4 mm fraction (21.8 g/kg for OC 1-4 and 11.4 g/kg for HPC 1-4) at 15% CO$_2$. This difference can be explained in a first part by a higher diffusivity of CO$_2$ in fine RCA than in coarse RCA, due to the RCA size. For coarse RCA, to increase the accessibility to CO$_2$, it will be necessary to increase the time of the experiment. These conclusions nevertheless need additional investigations. The second justification is the content on portlandite. Indeed, fine RCA contains a higher portlandite rate due to the content of cement paste (4% for OC 1-4 with respect to 2.9% for OC 12-20). This content affects CO$_2$ uptake. About HPC, the content of portlandite is relatively similar, but the content of cement paste (table 4) is different. It is possible to consider C-S-H carbonation, but this hypothesis needs more investigations. According to the literature, Fang et al. [18] explained that for RCA 1.18 mm, the maximum of CO$_2$ uptake is 54 g/kg with respect to 27 g/kg for RCA 15 mm, the difference being linked to RCA cement contents. This conclusion is consistent with our results. For RCA derived from laboratory preparations, Zhan et al. [16] suggested a maximum of carbonation percentage of 56% for RCA 5-10 mm, and of 37% for RCA 14-20 mm. Xuan et al. [17] reached the same conclusion with a percentage of carbonation of 2.2% for RCA lower than the 0.8% rate of 5 mm for RCA 5-10 mm.

### 3.3 Effect of CO$_2$ concentration on CO$_2$ uptake

Figure 4 illustrates the effect of CO$_2$ concentration on CO$_2$ uptake of RCA 10-20, which have a natural carbonation at the surface as a function of water content. The two tested CO$_2$ concentrations were of 15% and of 100%.

![Effect of CO$_2$ concentration on CO$_2$ uptake](image)

As indicated in paragraphs 3.1 and 3.2, the curve trends demonstrate the effect of water content on CO$_2$ uptake, the maximum CO$_2$ uptakes of 20.4 g/kg and 14.9 g/kg being obtained for 3.8% of water content, respectively for RCA under 100% CO$_2$ and 15% CO$_2$. The maximum of CO$_2$ uptake is obtained for carbonation under 100% CO$_2$ and the increase of CO$_2$ uptake between the two concentrations is around 37%. But the increase of CO$_2$ between 15% and 100% of CO$_2$ is not really significant. This is due to the dissolution rate of cement hydrates and calcium carbonates formed, as explain by Fang et al. [18]. The authors also that CO$_2$ concentration impacts CO$_2$ uptake, the higher the concentration, the greater its storage, but the increase beyond 15% is not significant on CO$_2$ uptake. They obtained a maximum of CO$_2$ uptake of 17 g/kg for 15% and 20 g/kg for 100% CO$_2$. Liang et al. [9] explained that after a maximum of CO$_2$ uptake of 12 g/kg obtained with 45% CO$_2$, CO$_2$ uptake decreased with the increase of CO$_2$ concentration, due to the layer of calcium carbonates formed by carbonation, and thus the difficulty of accessibility of phases which can be carbonated.

### 4 Effect of accelerated carbonation treatment on RCA properties

Figure 5 illustrates the effect of accelerated carbonation treatment and CO$_2$ concentrations on CO$_2$ uptake and on RCA properties, as water absorption coefficient. Tests are carried out on RCA-RB 1-4 C, at 15% and 100% CO$_2$ at the same optimum water content (5.2%).
The maximum of CO₂ uptake of 12.6 g/kg was obtained for 15% CO₂ and the value of 17.3 g/kg was obtained for 100% CO₂. The increase of CO₂ uptake between the two concentrations was around 37%, this value is close to the increase of CO₂ uptake for RCA-RB 10-20. This trend on the effect of CO₂ concentration on CO₂ uptake has been observed by Fang et al. [18]. CO₂ uptake impacted water absorption coefficient. The increase of CO₂ concentration increased CO₂ uptake which reduced WAC of RCA. In fact, this decrease of WAC with 15% CO₂ is of nearly 36% and of 43% for 100% CO₂. These results are in agreement with the effect of CO₂ uptake, when CO₂ concentration is higher, CO₂ uptake increased and the formation of CaCO₃ during carbonation affected the porosity of RCA by clogging pores. The difference between WAC of RCA 1-4 C at 15 and 100% CO₂ is around 11%. Therefore, it seems that it is not necessary to use 100% CO₂ concentration to have a significant effect on the increase of CO₂ uptake and, after, on the decrease of WAC. In the literature, Pan et al. [26] suggested a decrease of WAC around 54% for RCA derived from concrete demolitions, under 20% CO₂, because of the effect of carbonation. Their results demonstrated that WAC decrease with the increase of CO₂ uptake and the minimum of WAC of 1.2% was obtained for 50% CO₂. Above this value of CO₂ concentration, WAC increased again. The value of WAC under 20% and 100% CO₂ were similar (2%), because the effect of the stabilization of carbonation.

5 Conclusions

From the results obtained in this study, it can be concluded that:
- Water content has a significant effect on CO₂ uptake. The optimum of water content depends on RCA properties, including water absorption. About CO₂ uptake, values are between 8.6 and 49.9 g/kg according to RCA types and natural carbonation impacts these values.
- There is an effect of size of RCA on CO₂ uptake by the content of portlandite which can be carbonated, but also by the effect of size for fine RCA, which impacts physical exchanges between gas and RCA, and increase CO₂ diffusion at the surface of RCA.
- The increase of CO₂ concentration leads to enhance the CO₂ uptake, but an increase of concentration above 15% is not significant.
- The improvement of RCA properties as the water absorption is demonstrated. Carbonation decreases WAC by pore-filling and formation of calcium carbonates.
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Abstract

The durability of concrete structures, especially when concrete is affected by Alkali Aggregates Reaction (AAR), is a major concern. Indeed, the AAR swelling can induce changes in the stresses distribution within the structure which could affect its functionnality. Previous studies have demonstrated the swelling mitigation in compressive stress directions, and the low effect of AAR on creep rate in this configuration. However, very few studies have investigated the creep behaviour of a concrete already damaged by AAR. Nevertheless, in real structures, compressive stresses may develop with AAR and become significant only after a certain level of swelling. That is the reason why it is necessary to characterize the creep rate of a concrete already damaged by AAR before loading.

The present study consists of an original experimental programme of creep tests carried out on concrete previously damaged by AAR in free swelling condition. Two concrete mixes were designed differing only by their aggregates. The first concrete incorporated reactive aggregates and the second non-reactive aggregates. Both mixes are similar regarding the proportions of cement, water, alkali content, sand and aggregates.

Under stress, a reduction of the swelling is observed which is the consequence of two phenomena. The first one is the effect of the AAR on the instantaneous elastic strain of the reactive concrete and the second one, is due by a higher creep rate of the affected concrete during the first 15 days after loading.
1 Introduction

Numerous studies have investigated the chemistry of the Alkali Aggregates Reaction (AAR) and its three main causes [1], namely alkali-sensitive aggregates, high relative humidity and alkali content in the cement. Other studies dealt with the structural effects of AAR, studying the mechanical properties and long-term strains of affected concretes.

The free swelling “S” curve induced by the reaction was proposed by Larive in 1997 [2], but these strains can be reduced or cancelled in the stress direction if the specimens are loaded before the reaction initiation [3]. In 1994, Charlwood had already observed these phenomena on real size structures and proposed an empirical law between the swelling rate and the compressive stress with an 8 MPa vanishing limit [4]. This first model and numerous others which followed were reviewed in 2017 [5].

In these models, AAR is modeled at different levels, from the smallest scale, i.e. the reaction products to the largest structure scale. One of these models considers swelling reduction directly using a rheological model coupled with a micro-mechanics cracking criterion that permits large structure analysis once incorporated into finite element softwares [6]. Others tried to explain these phenomena using numerical meso scale approaches with concrete matrix considered as a viscoelastic material that can absorb swelling. Depending on creep model used for the matrix, the creep velocity rate immediately around the aggregates could be able to absorb a part of the gel overpressure [7]. In order to take into consideration this phenomenon in future models, a first step consists of quantifying it experimentally.

In 2019, the time-dependent strains of concretes incorporating different types of reactive aggregates were quantified by Reinhardt et al [8]. In this study, the reaction was stopped when the samples were loaded. The experimental programme presented here is intended to clarify the interactions between creep behaviour and the ongoing AAR.

2 Experimental test programme

2.1 General

The investigation of two concretes, one reactive and the other not, is required to observe the effects of AAR on creep behaviour. Both concrete mixes were designed to reach similar mechanical strength and stiffness. In terms of storage and loading, the conditions were the same for both concretes. In parallel, the strains of free-swelling unloaded specimens were also recorded.

2.2 Choice of aggregates

The properties of both concrete mixes have to be similar before the development of the reaction. Consequently, the type of aggregates is important: for the non-reactive mix, crushed limestone aggregates were chosen. Crushed calcareous-siliceous aggregates (classified as potentially reactive according to the LCPC classification [9]) were used for the reactive ones. To justify this choice, the potentially reactive aggregates were characterized in accordance with standards and recommendations [10]–[11] and compared with the non-reactive crushed limestone in table 1.

Table 1 Mechanical properties of aggregates

<table>
<thead>
<tr>
<th>Reactivity of the rock</th>
<th>Non-reactive [12]</th>
<th>Reactive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniaxial compressive strength</td>
<td>224 ± 25 MPa</td>
<td>178 ± 47 MPa</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>80 ± 2 GPa</td>
<td>78.6 ± 0.2 GPa</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>0.31± 0.01</td>
<td>0.31 ± 0.02</td>
</tr>
</tbody>
</table>
2.3 Concrete compositions

Both concrete compositions were designed with the same proportions of materials (presented in table 2). The grading curves were close with a maximum size of the largest grains of 12.5 mm.

The Na$_2$O equivalent content of both mixes was increased from 0.28% of cement content to 1.25% to ensure the AAR development.

Table 2 Concrete mixes

<table>
<thead>
<tr>
<th>Components (for 1 m$^3$)</th>
<th>Non-reactive mix</th>
<th>Reactive mix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-reactive sand [0-2 mm]</td>
<td>680 kg/m$^3$</td>
<td></td>
</tr>
<tr>
<td>Reactive sand [0-4 mm]</td>
<td>/</td>
<td>672 kg/m$^3$</td>
</tr>
<tr>
<td>Non-reactive aggregates [4-12.5 mm]</td>
<td>1041 kg/m$^3$</td>
<td>/</td>
</tr>
<tr>
<td>Reactive aggregates [4-6 mm]</td>
<td>/</td>
<td>190 kg/m$^3$</td>
</tr>
<tr>
<td>Reactive aggregates [4-12.5 mm]</td>
<td>/</td>
<td>843 kg/m$^3$</td>
</tr>
<tr>
<td>Cement</td>
<td>410 kg/m$^3$</td>
<td></td>
</tr>
<tr>
<td>Effective water/Cement ratio</td>
<td></td>
<td>0.46</td>
</tr>
</tbody>
</table>

2.4 Exposure and loading conditions

The exposure conditions were the same for both concrete samples. These thermo-hydric conditions changed with time as follows: from the day after mixing, they were stored at 20°C in autogenous conditions for 28 days. After this curing, the specimens were immersed in a 1M hydroxide solution kept in barrels to avoid the leaching of alkalis. This was in accordance with previous experiments [13], and stored at 38°C to accelerate the reaction. Once a swelling of about 0.04% was reached for the reactive concrete mix, all the specimens were taken out of the solution and immediately sealed by aluminum foils to avoid desiccation and stored at 20°C. Once protected of desiccation, half of the samples remained free to swell while the others were uniaxially loaded at 30% of the lowest compressive strength of both mixes assessed after immersion.

2.5 Specimens and measurements

For each mix, strains were assessed on 3 unloaded specimens and on 2 loaded specimens. In parallel, 6 samples were used to characterize the mechanical properties. At each date of exposure condition change, the compressive strength and the Young’s modulus were measured. All samples were cylinders with 113mm diameter and 220mm high. Longitudinal free strains of the unloaded specimens were measured using an indicator and plugs for the contact points (complied with the norm [14]) during the immersion time and after sealing. The creep tests samples were equipped with an inner LVDT sensor located in a niche centered in each specimen. This sensor allows to record the evolution of longitudinal strain during the curing period and under sustained loading.

3 Results and discussion

3.1 Designations and curve conventions

All the figures are presented with positive swelling strains while shrinkage and compressive creep strains are negative. NR is used for the non-reactive samples that are presented in blue, when R and the red curves are used for the reactive ones. The measurements system used is indicated with IS for the inner sensor and with P for the indicator and plugs system, and represented by continuous lines and dashed lines, respectively.
3.2 Autogenous shrinkage during curing

The strains due to autogenous shrinkage measured on two samples for each concrete using the inner sensors are presented in figure 1. After 28 days, a shrinkage strain of $178 \pm 3 \, \mu m/m$ was observed for the non-reactive concrete and $206 \pm 28 \, \mu m/m$ for the reactive one. This shrinkage measured at the end of the curing with the external sensor (corresponding to the mean value of three measurements) was $124 \pm 13 \, \mu m/m$ for the non-reactive concrete and $137 \pm 5 \, \mu m/m$ for the reactive one. The autogenous shrinkage is relatively high for both concretes and may be the consequence of the high alkali content [15].

![Figure 1](image1.png)

Fig 1 Autogenous shrinkage strains for reactive and non-reactive specimens during the 20°C autogenous curing (measurement by inner sensor)

3.3 Free strains and AAR expansions

The strains measured after the curing period are presented in figure 2, while figure 3 gives the strains evolution measured after samples sealing.

![Figure 2](image2.png)

Fig 2 Evolution of the free strains of the reactive (red) and non-reactive (blue) specimens from 28 days to 700 days. (The AAR free swelling corresponding to the difference between the reactive and non-reactive concrete strain evolutions is represented by a green line)
3.3.1 Evolution in NaOH solution at 38°C
The AAR strain evolution (the green line in figure 2) corresponds to the difference between the strains of both types of concrete. This AAR strains curve begins one week after immersion to erase the strain due to the initial water absorption. At the end of the immersed period, the AAR swelling reaches a value of 0.032%. The strains directly measured on specimens were 446 ± 64 µm/m and 173 ± 24 µm/m for the reactive concrete and non-reactive one, respectively.

3.3.2 Free strains in autogenous conditions
At the beginning of the sealed condition period at 20°C, AAR is strongly slowed down and is maintained at a value of 0.038%. But after 420 days after casting, i.e. 300 days in autogenous condition, the kinetic increases again and reaches 0.048% at 700 days. Along with this slow AAR swelling rate, a shrinkage strain evolution was observed for both concrete types (figure 3).

The reduction in swelling rate can be attributed to the temperature decrease (from 38°C to 20°C) as previously observed in [2] - [16]. The change of moisture conditions also contributes to reduce the swelling rate. Nevertheless, the observed AAR swelling evolution with the increase of kinetic after 300 days in autogenous condition at 20°C confirms that this thermo-hydric condition is sufficient to allow the reaction development [17].

![Fig 3 Evolution of free strains from the beginning of the autogenous stage](image)

3.4 Evolution of mechanical properties
At each thermo-hydric condition change, the mechanical properties of both concretes were measured. The results before and after immersion at 35 days and 136 days, respectively, are presented in table 3.

<table>
<thead>
<tr>
<th>Concrete Mix</th>
<th>Non-reactive</th>
<th>Reactive</th>
<th>Relative difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compressive Strength</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35 days</td>
<td>45.3 ± 1.2 MPa</td>
<td>51.1 ± 0.6 MPa</td>
<td>12.8 %</td>
</tr>
<tr>
<td>136 days</td>
<td>56.2 ± 1.0 MPa</td>
<td>59.2 ± 0.9 MPa</td>
<td>4.70 %</td>
</tr>
<tr>
<td>Evolution</td>
<td>+ 19.9 %</td>
<td>+13.7 %</td>
<td>/</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35 days</td>
<td>39.2 ± 0.6 GPa</td>
<td>37.3 ± 0.4 GPa</td>
<td>4.79 %</td>
</tr>
<tr>
<td>136 days</td>
<td>41.7 ± 0.2 GPa</td>
<td>36.1 ± 0.4 GPa</td>
<td>13.4 %</td>
</tr>
<tr>
<td>Evolution</td>
<td>+ 6.01 %</td>
<td>- 3.36 %</td>
<td>/</td>
</tr>
</tbody>
</table>
The aim of the measurements at 35 days in autogenous condition at 20°C after casting was to compare the mechanical performance of both concretes before the beginning of the swelling. The compressive strength of the reactive concrete is slightly higher than the non-reactive one (difference of 12.8%), whereas it is the opposite for the Young’s modulus results (difference of 4.79%).

At the end of the immersion period, i.e. 136 days, the AAR swelling reached 0.032%. The compressive strength of both concretes continues to grow but the increase is stronger for the non-reactive concrete (20% compared to 14% so a difference of 4.70%) showing that AAR certainly also affects this mechanical characteristic. The difference between the Young’s modulus of both concretes reaches 13.4%. The Young’s modulus of the non-reactive concrete increases due to cement hydration while the one of the concrete affected by AAR decreased by 3.36%. This reduction of mechanical properties during AAR agrees with previous observations [2]–[8] and is generally explained by micro-crackings in the cement paste and in the reactive aggregates.

3.5 **Time-dependent strains under a uniaxial compressive load**

The strains measured during the creep tests are presented in figure 6. These strains, assessed by inner sensors, are plotted with the free strains curves already analyzed in figure 4, and provide an overview of both tests conditions.

3.5.1 **Loading and elastic strains**

A uniaxial compressive stress of 17 MPa was applied to all specimens. This value corresponds to 30% of the lowest compressive strength assessed the day of the loading (i.e. 56.2 MPa measured on the non-reactive concrete at 135 days (table 3)).

The elastic strains were 243 µm/m and 228 µm/m for the reactive and non-reactive concretes, respectively.

3.5.2 **Strains under loading**

As shown in figure 4, even after 570 days of creep, the total strain under loading of the reactive concrete, loaded after a free swelling period, was still 232 µm/m higher than the non-reactive one. Before loading, this difference was equal to 320 µm/m. Thus, the compressive loading reduced the AAR free swelling by 25%.

This reduction is the consequence of two phenomena. Firstly, the instantaneous elastic strain of the reactive concrete is higher than the non-reactive one, due to the damage induced by the previous free swelling. Secondly, during the first 15 days after loading, the creep rate was superior in the reactive concrete.

Afterwards, both creep evolutions were quite similar, even when the AAR kinetic increased as observed on free strains samples, at the date corresponding to 300 days from loading.
Fig 5 Strains under loading and AAR free swelling during the same period

The same observations were reported by Reinhardt et al [8] on concrete with different free swellings. After two weeks under stress and despite the reaction was already stopped in these tests, the creep velocities were similar whatever the AAR amplitude.

For the tests results detailed in the present paper, a compressive stress corresponding to 30% of the compressive strength provokes a swelling reduction of 25%. This reduction occurs during loading and in the first two weeks after loading. Beyond this period, the creep rate reaches a same level than for the non-reactive concrete, despite the AAR restarts.

4 Conclusions and modelling prospects

The quantification of the interactions between creep and AAR swelling has been done thanks to an experimental comparative study of a reactive concrete and a non-reactive one with similar initial mechanical performances.

This research work shows clearly that a compressive stress corresponding to 30% of the concrete compressive strength can reduce by 25% the free swelling occurred before the loading. A third of this absorption is the result of a high creep rate during the first two weeks of loading. The other part is due to the elastic behaviour of the damaged concrete. Even if the reaction continues, the creep rate remains the same for the concrete affected by AAR than for the non-reactive one.

These results will be considered to set up a structural model under development at LMDC Toulouse. The collaboration with Tractebel-Engie company aims to consider the local behaviour of cement paste around reactive aggregates in this model. This will be done via a micromechanics-based formulation that will consider cement paste creep and partial reclosing of AAR micro-cracks.
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Abstract
Currently, the most important parameter describing structural elements is their durability. As a result of cyclic freeze/thaw, concrete undergoes degradation, which has a significant impact on the load-bearing capacity of structural elements. Moreover, high-strength concrete is a brittle material with a large number of structural defects, the occurrence of which is difficult to predict at the stage of structure design. The methods that will allow a good assessment of the state of degradation of high-strength concretes as a result of cyclic freeze/thaw are presently being sought. The introduction of fracture mechanics to the assessment of the degree of destruction of reinforced concrete elements, which were frequently frozen/thawed, gives a more complete understanding of the microstructural changes in concrete. The investigation was carried out mainly to assess the process of damage formation as a result of cyclic freeze/thaw of high strength concrete and HSC with fibers using a fracture mechanics method. Three types of high strength concretes were analyzed: concrete with compressive strength up to 90 MPa without fiber addition, concrete with 0.5 % steel fiber addition (39 kg/m³) and concrete with a mix of steel and basalt fibers containing 0.25 % (19.5 kg/m³) by volume of steel fibers and 0.25 % (6.8 kg/m³) of basalt fibers. The test methods used are based on RILEM recommendations and ASTM C666. The fracture mechanics parameters were analyzed based on of the relationship between load - deflection (P-δ) and load – crack mouth opening displacement (P-CMOD), recorded for concrete samples after 150, 250, 300, and 350 freeze/thaw cycles. The changes of modulus of elasticity were also analyzed during this process to control the internal resistance to cyclic freeze/thaw by non-destructive methods, according to [2]. A new approach to the description of frost degradation of HSC with steel and basalt fibers was proposed.
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1 Introduction
Nowadays, developing technologies make it possible to obtain building materials that are more and more beneficial in terms of strength and durability. The modern construction industry, which aims to create monumental buildings, breaking records of height and span, is looking for innovative solutions to use structural elements that are safe in terms of load capacity and resistance to external conditions. Due to the functionality and the economical approach of the building, the main reason for using high-strength concretes is to reduce the cross-sectional dimensions of the elements, simultaneously maximizing their spans. The key challenge for technologists, constructors, and contractors is to create a concrete structure that enables formation performance throughout its lifetime. High strength concretes, despite their numerous advantages, are brittle material. The addition of steel fibres to HSC concretes changes them into quasi-plastic materials, preventing a sudden brittle fracture in load conditions [3].

Durability is one of the most important parameters describing modern buildings. It has a significant impact on the behavior, appearance and usability of objects. The process of construction materials wearing out results from the destructive influence of external environment interaction and improper exploitation. The conventional calculations of the structural elements are based on the assumption that materials are an ideal continuum, have no defects, discontinuities and changes in the structure resulting from the influence of external conditions [4]. Despite the safety factors used in the construction dimensioning, the results of the analyses are characterized by high randomness. If there are internal defects in the material, then significant changes in strength parameters may occur with the progress of the service life. Severe discontinuities and defects of material may be the beginning of fracture development. However, concrete is not perfectly brittle because it has some tensile strength. HSC is...
characterized by a rapid increase in initial strength, which leads to the initiation of numerous places with different characteristics of preliminary deformation [5]. Insignificant, in the initial period of existence of the concrete element discontinuities may, as a result of a destructive environmental impact, lead to the catastrophe of the structure, designed in accordance with generally applicable standards. The connection of fracture mechanics parameters with the degree of damage as a result of the destructive influence of cyclic temperature changes under the influence of de-icing agents, leads to a more complete description of the internal degradation of high strength concrete.

Numerous publications and works confirm the beneficial effect of adding fibres on the mechanical parameters of concrete, but so far little attention has been paid to the susceptibility of high-strength fibre-reinforced concrete to external environmental factors. According to [6], basalt fibres in the cement matrix significantly improve the flexural strength of concrete. Based on [7], the dynamic elasticity modulus of basalt fibre-reinforced concrete exposed to 100 freeze-thaw cycles was 1.47 times higher than normal concrete, while the addition of 2.50% of steel fibres has a positive effect on freeze-thaw durability factor [8]. The description of mechanical parameters of concrete with the addition of basalt fibres of different geometry has been presented in [9], indicating the variable character of concrete work during fracture before and after reaching the peak load. Concretes with basalt fibres showed better ductility and energy-absorbing capacity in comparison to normal concretes. The paper [10] indicates that the use of steel fibres in cement materials improves their acoustic properties and fire resistance. The addition of polypropylene fibre to ultra-high-strength concrete reduces the damage resulting from the influence of ambient temperature reaching over 300°C [11]. Steel fibres in concrete prevent the formation of shrinkage scratches in the early stages of curing and exploitation. The research on the influence of hybrid fibers on high strength concrete was presented in [12], showing advantages and disadvantages of mixing steel fibers of different dimensions, indicating the potential to achieve an optimal composition of HSC mixture. Comparative analysis of mechanical parameters of high strength fiber concrete compared to HSC without fiber addition was also carried out in the paper [13]. It was also found that the resistance to fracture of cement materials can be evaluated during the whole failure process [13].

The research aimed to determine the relationship between the degree of HSC frost degradation and the values of fracture mechanics parameters. The analysis led to the description of frost damage of high strength concrete, high strength fiber reinforced concrete with 0.5% steel fibre content and HSC with addition of a mixture of steel and basalt fibres in amounts constituting 0.25% by volume, using the stress intensity factor $K_{IC}$ and the critical crack mouth opening displacement (CMOD$_C$). The aim of the analysis was to show the effect of the presence of fibres in HSC mixture on fracture mechanics parameters and the degree of frost degradation, as well as to assess the adequacy of replacement of steel fibre parts with basalt fibres. High-strength concrete exposure to loads tend to be brittle material, therefore fibres have been selected that lead to a change in the characteristics of the material from brittle to quasi-plastic. The internal frost resistance was tested and the value of modulus of elasticity was determined after 150, 200, 250, 300 and 350 freeze/thaw cycles. Based on RILEM recommendation [1], the dependence of force as a function of the crack mouth opening displacement and deformation, under three-point bending test, was measured to determine the fracture mechanics parameters.

2 Experimental program

2.1 Materials and sample preparation

The tests were carried out on concrete with a compressive strength of 90 MPa. Portland cement CEM 1 42.5 R in the amount of 440.5 kg/m$^3$ was used for the samples, with a constant water-binder ratio (w/c = 0.31) in all series. The maximum grain size of the post-glacial grit used was limited to 11 mm. The absorbability and frost resistance of the aggregate was 0.7% and $F_{NACIT}$, respectively [14]. River sand of 0-2 mm grain size was applied. To obtain appropriate consistency at the S3 level to enable distribution of dispersed reinforcement in the mix, the superplasticizer Chrysto Optima 292 was added in the amount of 1.65% of the binder mix, with an increase in the amount to 1.85% of the binder volume for HSC with fibres addition. The superplasticizer produced based on modified polycarboxylates with a density of 1.085 g/cm$^3$ at 20°C was used. To obtain higher concrete strength and to obtain a tight structure silica dust, which accounts for 7% of the binder volume, was implemented. Three types of samples were made: MB1 - HSC without fibres, MB2 - HSC with 50 mm long steel fibre and MB3 - high-strength concrete with 50 mm steel fibre and 50 mm basalt fibre content. Physical and mechanical properties of the fibres are presented in Table 1. The addition of steel fibres in the MB2 mix was 0.5%
(39 kg/m³), while the addition of steel fibres in the MB3 mix was 0.25% (19.5 kg/m³) and basalt fibres 0.25% (6.75 kg/m³).

During the mixing process, the aggregate was mixed dry with cement and silica dust before applying half the water and superplasticizer. When the fibres were added to the concrete mix, the amount of superplasticizer was increased to maintain the consistency of the mix and to prevent the formation of empty spaces associated with worsened workability. The fibres were added to the concrete mix in stages, alternating with a mixture of water and a superplasticizer to prevent the formation of 'hedgehog' fibre clusters. The total mixing time was about 12 minutes. The samples were vibrated on a vibrating table. After 24 hours, the samples were disassembled and stored in a water bath at 18 ± 2 °C until the test started.

Table 1 Properties of the fibres used.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Steel fibres</th>
<th>Basalt fibres</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fibre shape</td>
<td>Hooked</td>
<td>Straight</td>
</tr>
<tr>
<td>Length (mm)</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Diameter (mm)</td>
<td>1.0</td>
<td>0.02</td>
</tr>
<tr>
<td>Tensile strength (MPa)</td>
<td>900</td>
<td>1680</td>
</tr>
<tr>
<td>Modulus of elasticity (GPa)</td>
<td>200</td>
<td>89</td>
</tr>
<tr>
<td>Density (kg/m³)</td>
<td>7850</td>
<td>2660</td>
</tr>
</tbody>
</table>

To analyze the mechanical parameters of HSC, 12 samples from each series were prepared: MB1, MB2, MB3, in the form of beam elements measuring 100 mm x 100 mm x 400 mm, with a notch. The initial notch, 30 mm deep and 3 mm wide, was made in the middle of the span, using a circular saw. The compression strength changes after 150, 250 and 350 freeze/thaw cycles were determined on cubes measuring 100 mm x 100 mm x 100 mm. Each series consisted of 3 elements. Tensile strength during the bending test was performed on beam elements measuring 100 mm x 100 mm x 400 mm.

2.2 Research methodology

The internal freeze/thaw tests were carried out according to the following procedure: the samples were frozen in air at -18 ± 2 °C for 4 hours and thawed in water at +18 ± 2 °C for 4 hours. The assessment of frost resistance was made based on a decrease in compression strength and a decrease in mass after the next freeze/thaw cycle. Concrete series MB1 and MB2 were subjected to 350 freeze/thaw cycles. In case of the MB3 series of concretes, the cyclic freeze/thaw was carried out until the moment of loss of frost resistance of these concretes, found by non-destructive method after 150 cycles. After this period, numerous cracks and surface scratches were also observed. Every 50 cycles the decrease in HSC frost resistance was controlled by measuring the changes in the sample length and modulus of concrete elasticity, based on ASTM C 666 method [2]. The value of durability factor DF was determined according to formula (1). The standard [2] indicates that the value of DF below 0.6 indicates the lack of concrete resistance to frost.

\[
DF = \frac{N}{M}, \frac{n_0}{n_n}^2 \cdot 100 \% \tag{1}
\]

where: \( M \) - number of freeze/thaw cycles, \( n_0 \) - resonance before the first freezing, \( n_n \) - resonance frequency after \( n \) cycles, \( N = 300 \).

The fracture mechanics parameters were determined on the basis of RILEM TC 89-FMT [1], under three-point bending test. The force was applied in such a way that the maximum load was reached within five minutes from the start of the test. An average load speed of 0.012 mm/s was assumed. The load was carried out by adjusting the displacement of the piston. The test assumptions were based on the method developed by Jenq and Shah [15]. The measurement of the crack mouth opening displacement during the test was performed using a plate extensometer. The tests were carried out under the conditions of the first load model using a Zwick/Roell Z250 testing machine. The diagram of load application (tensile) and support of the test pieces together with the specimen dimensions are shown in Figure 2.
Fig. 1 Stand for resonance frequency measurement of concrete prism samples.

$K_{IC}$ is the most popular and most commonly used parameter of fracture mechanics to describe the behaviour of concrete elements. It is a measure of the stress field at the tip of the initiated crack, assuming the linearly elastic material operation. The energy absorbed during the fracture process, related to the fracture propagation, is proposed to be determined according to [15]. The highest value of fracture energy is related to the subcritical deformation range and the critical point, while the subcritical range, to a lesser extent, affects the obtained values of this fracture mechanics parameter and represents only a few percent of total energy until the concrete element is destroyed. The test determined the dependence of the peak load and crack mouth opening displacement ($P$-CMOD), assuming that the measurement is completed when half of the maximum force is reached in the supercritical range. To determine the fracture energy, the force dependence on the deformation of the tested beams was determined ($P$-$\delta$). The fracture mechanics parameters were determined based on the relationships (2),(3).

$$K_{IC} = \sigma_c \sqrt{\pi a_c Y(a/D)}$$

(2)

$$G_F = \int_0^{\delta_{max}} P(\delta) d\delta + mg \delta_{max}$$

$$ (D - a_0)B$$

(3)

Where: $\delta_{max}$ - deformation at maximum load; $a_0$ - notch depth; $Y(a/D)$ - geometry influence function based on Lotto-Kesler dependencies [15]; $D, B$ - beam width and height.

3 Results and discussion

Table 2 shows the average values of physical parameters of the tested high strength concretes, determined after 28 days of curing. The mean compressive strength $f_{cm}$, tensile strength $f_{tm}$, absorbability $n$, capillary action $n_{cap}$ and volumetric density $\rho$ were determined. Water absorption has been increased by about 30% when fibres are added to the cement matrix. Concrete with a mixture of steel and basalt fibres (MB3) was characterized by the biggest absorbability. The increase in absorbability in the case of the content of fibres in the concrete was caused by a decrease in the tightness of its structure and a noticeable loss of bonding of basalt fibres to concrete. The compressive strength of high-strength concretes with steel fibres (MB2) and mix of steel and basalt fibres (MB3) was reduced in comparison to HSC without fibres (MB1). The presence of fibres results in the formation of poor areas and voids in...
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HSC. Also, the tensile strength has deteriorated in the case of concrete with steel and basalt (MB3) fibres, which may have been caused by the weakening of the adhesion of the fibres to the concrete, due to the lack of continuity of the polymeric coating of basalt fibres. The deterioration of the mechanical properties of high-strength concrete with fibres in comparison to plain HSC was possibly caused by the incorrect distribution of fibres in the mixture, resulting in poor spots. The presence of fibres in the matrix of high-strength concrete caused a slight increase in volumetric density. The concrete of the MB2 series was characterized by the highest susceptibility to capillary suction 3% salt solution. The conversion of half of the steel fibres into basalt fibres in the MB3 series concretes made it possible to reduce the capillary pull-up ability. Insignificant inadequacies in spreading the fibres in the concrete mix can lead to an unbeneficial change in the characteristics of the mix with the addition of fibres in comparison to high strength concrete without fiber content. The tight structure of high-strength concrete has been disturbed.

Table 2 Properties of high strength concrete after 28 days of curing.

<table>
<thead>
<tr>
<th>Type of concrete</th>
<th>$f_{cm}$ [MPa]</th>
<th>$f_{tm}$ [MPa]</th>
<th>$n$ [%]</th>
<th>$n_{cap}$ $[kg/m^2]$</th>
<th>$\rho$ $[kg/m^3]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MB1</td>
<td>93.66 (2.58) *</td>
<td>6.68 (0.15) *</td>
<td>1.96 (0.15) *</td>
<td>1.58 (0.19) *</td>
<td>2456 (13.00) *</td>
</tr>
<tr>
<td>MB2</td>
<td>91.62 (5.77) *</td>
<td>6.65 (0.14) *</td>
<td>2.38 (0.30) *</td>
<td>2.28 (0.20) *</td>
<td>2474 (22.77) *</td>
</tr>
<tr>
<td>MB3</td>
<td>86.88 (1.90) *</td>
<td>6.34 (0.02) *</td>
<td>2.57 (0.09) *</td>
<td>2.00 (0.16) *</td>
<td>2471 (64.16) *</td>
</tr>
</tbody>
</table>

*The standard deviation is given in brackets.

Table 3 Analysis of fracture mechanics parameters $K_{IC}$ and CTOD.

<table>
<thead>
<tr>
<th>Concrete type</th>
<th>Number of freeze/thaw cycles</th>
<th>$K_{IC}$ [MPa-m$^{1/2}$]</th>
<th>CTOD [mm]</th>
<th>$G_f$ (δmax) [Nm/m$^2$]</th>
<th>Maximum load [kN]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MB1</td>
<td>0</td>
<td>0.688 (0.045)*</td>
<td>0.032 (0.0005)*</td>
<td>15.011</td>
<td>7122.8 (528.7)*</td>
</tr>
<tr>
<td>MB1</td>
<td>150</td>
<td>0.733 (0.032)*</td>
<td>0.032 (0.0031)*</td>
<td>35.932</td>
<td>7475.8 (560.4)*</td>
</tr>
<tr>
<td>MB1</td>
<td>250</td>
<td>0.756 (0.016)*</td>
<td>0.033 (0.0010)*</td>
<td>20.159</td>
<td>7677.9 (132.6)*</td>
</tr>
<tr>
<td>MB1</td>
<td>350</td>
<td>0.779 (0.043)*</td>
<td>0.034 (0.0017)*</td>
<td>19.885</td>
<td>7902.9 (356.8)*</td>
</tr>
<tr>
<td>MB2</td>
<td>0</td>
<td>0.782 (0.011)*</td>
<td>0.035 (0.0015)*</td>
<td>27.029</td>
<td>7943.4 (92.3)*</td>
</tr>
<tr>
<td>MB2</td>
<td>150</td>
<td>0.557 (0.047)*</td>
<td>0.025 (0.0017)*</td>
<td>41.161</td>
<td>5678.2 (389.2)*</td>
</tr>
<tr>
<td>MB2</td>
<td>250</td>
<td>0.865 (0.091)*</td>
<td>0.038 (0.0041)*</td>
<td>92.046</td>
<td>9247.2 (719.1)*</td>
</tr>
<tr>
<td>MB3</td>
<td>350</td>
<td>0.658 (0.068)*</td>
<td>0.029 (0.0035)*</td>
<td>18.639</td>
<td>6691.8 (565.5)*</td>
</tr>
<tr>
<td>MB3</td>
<td>0</td>
<td>0.774 (0.026)*</td>
<td>0.034 (0.0014)*</td>
<td>35.667</td>
<td>7861.8 (218.5)*</td>
</tr>
<tr>
<td>MB3</td>
<td>150</td>
<td>0.156 (0.098)*</td>
<td>0.053 (0.0797)*</td>
<td>23.570</td>
<td>1589.3 (895.0)*</td>
</tr>
</tbody>
</table>

*The standard deviation is given in brackets.

Table 3 shows the results of the analysis of $K_{IC}$ values, critical crack tip opening displacement of the CTOD and fracture energy $G_f$. The results show the improvement of fracture resistance of high strength concrete by adding steel fibres (MB2) and mixed fibres (MB3). After 150 freeze/thaw cycles, a decrease in the stress intensity factor value of concrete with steel and basalt fibres (MB3) is observed. In concretes without fiber addition, the value of stress intensity factor increases with the number of freeze/thaw cycles. The increase in fracture resistance of HSC without the addition of fibres is caused by the increase in the strength of the concrete over time and is an indicator of resistance to the effects of freeze/thaw. Concrete with a mixture of steel and basalt fibres (MB3) has lost its resistance to fracture and frost after 150 freeze/thaw cycles (Figure 7 and Table 3-4). The value of the critical tip opening displacement is highest in their case. The fibres did not stop the uncontrolled propagation of the critical crack mouth opening displacement and thus the brittle fracture. In the case of a limited amount of fibres
contained in the concrete, it is crucial that they are properly placed in the cement matrix. The stress intensity factor, which is a material characteristic of concrete, decreased by almost 80% in the case of the MB3 series compared to the initial value. The reason for this type of damage to high-strength concrete may be the heterogeneity of the concrete structure and the tendency of basalt fibres to join together. The DF index of the MB3 series concrete has fallen below the 60% limit, which indicates a loss of freeze/thaw resistance. HSC with steel fibres had the highest fracture energy after 250 freeze/thaw cycles. The fracture energy increases as a result of crack bridging by the more resistant steel fibre encountered. After 350 freeze/thaw cycles of MB2 series concretes, there was a sudden decrease in fracture resistance, which indicates the gradual degradation of concretes and the loss of their resistance to cyclic freeze/thaw. The content of steel fibres in high-strength concrete prevents the propagation of internal fractures and inhibits the development of cracks. When substantial stress is created as a result of cyclic freeze/thaw, the amount of fibres used in the concrete becomes insufficient and mechanical parameters become deteriorated. The highest susceptibility to fracture brittleness was found in high strength concrete without fibre content (MB1), not subjected to cyclic freeze/thaw. With the increase in the number of freeze/thaw cycles and the increase in strength, the resistance of MB1 series concretes to brittle fracture increases. These type of concrete up to 350 freeze/thaw cycles did not undergo the degradation, described by the deterioration of fracture mechanics parameters and DF coefficient.

Fig.4 Typical curves of load dependence $P$ in CMOD function for concrete of MB1 series after ($n$) freeze/thaw cycles.

Fig.5 Typical load curves $P$ in CMOD function for concrete of MB2 series after ($n$) freeze/thaw cycles.

Figures 4 - 6 show the maximum load as a function of crack mouth opening displacement CMOD. The measurement was made until the load was reduced by 50% of the maximum force. The ductile behavior of the MB3 series concretes after 150 freeze/thaw cycles were shown. Figure 5 gives the course of changes of maximum force as a function of CMOD for concrete with steel fiber content (MB2) after 150, 250 and 350 freeze/thaw cycles, with an increase of maximum force after 250 cycles and a decrease of its value again after 350 cycles. These changes indicate the susceptibility of high strength concretes...
with the addition of steel fibres (MB2) to the influence of cyclic freeze/thaw, with a simultaneous increase in the value of strength parameters with the age of the concrete. The addition of basalt fibres in the cement matrix caused the elongation of the deformation segment until the maximum load is reached. The nature of the work of concrete with the addition of fibers in the cement matrix is clearly changed from quasi-brittle to quasi-plastic, and this is shown by the elongated shape of the MB2 and MB3 series curves in Figs. 5-6. After 350 cycles, no significant effect of freeze/thaw was observed on high strength concrete without fibers. These concretes are characterized by a larger range of elastic deformations, as shown in Figure 4, and at the same time lower resistance to fracture. Due to the more homogeneous structure and fewer voids, the MB1 series concretes did not degrade as a result of cyclic freeze/thaw after 350 cycles.

![Typical load curves P in CMOD function for concrete of MB3 series after (n) freeze/thaw cycles.](image1)

![Changes in modulus of elasticity of high-strength concretes after (n) freeze/thaw cycles.](image2)

<table>
<thead>
<tr>
<th>Type of concrete</th>
<th>DF after 100 cycles [%]</th>
<th>DF after 150/350 cycles [%]</th>
<th>Δf&lt;sub&gt;cm&lt;/sub&gt; after 150/350 cycles [%]</th>
<th>Δm after 150/350 cycles [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MB1</td>
<td>97,39</td>
<td>97,83/99,56</td>
<td>2,83/8,30</td>
<td>0,70/1,49</td>
</tr>
<tr>
<td>MB2</td>
<td>97,62</td>
<td>96,73/95,56</td>
<td>7,55/13,26</td>
<td>0,50/1,22</td>
</tr>
<tr>
<td>MB3</td>
<td>83,04</td>
<td>21,23/-</td>
<td>15,18/-</td>
<td>2,62/-</td>
</tr>
</tbody>
</table>

None of the tested concretes showed a loss of resistance to cyclic freeze/thaw described by a decrease in mass and compression strength, as shown in Table 4. Concretes with mixed fibres: steel-basalt (MB3), after 150 freeze/thaw cycles, have undergone numerous cracks and their modulus of elasticity
has dropped by nearly 80%. The decrease in the value of modulus of elasticity after 150 cycles, in the case of the analysed HSC with mixed fibres (MB3) by 79.8% corresponds to a decrease in the value of the $K_{IC}$ stress intensity coefficient by about 80%.

4 Conclusions
The fracture mechanics parameters of the MB2 and MB3 series of concretes improved due to the fibres presented in the HSC matrix but they deteriorated with subsequent freeze/thaw cycles. Theoretical strength and the value of the defects occurring are the factors that determine the strength of a material fracture in a brittle way. The higher the energy is absorbed during the fracture formation, the more resistant the material is to brittle fracture. The addition of fibres to the concrete increases the absorbed energy when the crack reaches the fibre through its propagation. The cyclic freeze/thaw led to the destruction of concretes with mixed steel and basalt (MB3) fibres. The fracture mechanics parameters of the MB3 series of concretes were significantly deteriorated. Similar CTODc values were observed for high strength concretes with mixed fibres and steel fibres before they were subjected to cyclic freeze/thaw. This means that the replacement of half the amount of steel fibres with basalt fibres does not cause significant changes in fracture inhibition. It is important that the steel and basalt fibre volume content of the concrete should be more than 0.5% in order to prevent the propagation of stress fractures caused by the cyclic freeze/thaw of HSC by crack-bridging fibre properties. The frost resistance of HSC is associated with absorbability. The presence of fibres in high-strength concrete significantly increases their absorbability. Steel and basalt fibres in concrete can withstand tensile stress, reducing the formation of cracks and limiting stress concentration at the tip of microcracks, preventing them from spreading, thus eliminating the formation of combined cracks. However, special care must be taken to ensure that the fibres are correctly distributed in the concrete mix and a proportionally higher number of fibres must be used to prevent the propagation of further fracture formation that occurs with subsequent freeze/thaw cycles. The decrease in the mechanical properties of concretes with fibres (MB3) was also caused by a decrease in the adhesion of the basalt fibre to concrete, due to the loss of continuity of the fibre outer coating. The stress intensity factor $K_{IC}$ after freeze/thaw cycles changes accordingly to changes in DF in high strength concrete with the addition of mixed fibres (MB3). In the case of HSC without fibres (MB1), an improvement in fracture mechanics parameters, such as $K_{IC}$ and CTODc value, becomes noticeable after being subjected to freeze/thaw cycles, with a slight deterioration in modulus of elasticity by about 4% and a slight decrease in mass (1.5%) and compressive strength (8.3%). In the case of HSC with steel fibres (MB2), there was an increase in the stress intensity factor after 250 cycles, while after 350 cycles there was a clear decrease in this parameter by over 16%, with a simultaneous decrease in modulus of elasticity by 4%. Cyclic freeze/thaw in the initial phase contributes to the increase of fracture energy. However, as the frost degradation progresses, the fracture mechanics parameters deteriorate. The increased absorbability of high strength concrete with fibres resulting from poor regions leads to a concentration of tensile stress in these areas as a result of cyclic freeze/thaw and as a consequence to internal degradation of the concrete.
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Abstract
Concrete structures can undergo several chemical deteriorations that can jeopardize their normal use, when in contact with their environment. The dissolution of cement hydration products in contact with water is one of them. As a first approach, a numerical model has been built, in order to reproduce the chemical phenomena that happen. Ionic concentrations and evolutions of mineral volumic proportions have been obtained. Several waters have been tested, from basic ones with demineralized water to real mineral water. The influence of calcium and carbonate ions is investigated in this study. A new performance indicator, which takes into account the variation of chemical elements, is discussed.

1 Introduction
In contact with environmental waters, structures made with cementitious materials can undergo chemical deteriorations that can jeopardize their serviceability. In order to take into account the durability, code models and standards like Eurocodes and European standards give specifications for the design, depending on the environmental actions. Recommendations are mainly about proportions of constituents and strength \cite{1}. Based on experience feedbacks, these specifications allow easy implementation but they admit some simplifications. Although complying with these specifications, some water treatment plants have suffered premature deterioration. For instance, the deteriorated structure of drinkable water plant can be out of order and under renovation after only few years.

Another approach, called performance-based specifications, can be used to design the concrete mixtures. It does not only consider the mixture proportions, but also materials characteristics and properties, which allow to predict their actual resistance to the environmental action, during their service life. The approach is generally comparative. The tested sample is compared to a reference sample complying with prescriptive specifications. There must be an equivalence regarding the aggressive environment, and the concept of performance indicators is used. Their sensitivity is essential in order to distinguish different materials according to their performance level \cite{2}, as well as their representativeness: the indicator needs to be based on the real deterioration mechanism. Concerning leaching, existing indicators are mainly obtained by macroscopic measurements, like mass and volume variations, or by destructive tests, such as the evolution of water porosity. These indicators allow to highlight different behaviours of mortar samples in contact with different leaching solutions, but they are not always easily accessible due to their response time. In order to get other relevant and short-term performance indicators, it is necessary to understand the mechanisms involved in given chemical attack. Numerous studies have already modelled the case of leaching by unmineralized water, this study aim is to focus on mineralized waters. This paper offers a description of the attack thanks to a geochemical model, especially focused on quantities evolving during the attack, their concommitences, their spacializations and temporalities. A new performance indicator, which takes into account the variation of chemical elements, is discussed.
Several leaching solutions are simulated and then compared, in order to analyse their influence on the chemical phenomena. Two artificial intermedial solutions are simulated, allowing to understand the influence of main ions presence in the leaching solution on chemical phenomena. A better understanding of the chemical aspect of this durability phenomenon is the first step forward constructions in any environment.

## 2 Numerical simulation

### 2.1 Numerical model

Simulations were performed using a reactive transport model called Toughreact, using the EOS9 module, for a unic aqueous phase [3]. It is a geochemical code using an integral finite difference method. The saturation index is used to take into account the thermodynamic equilibria [4]. If the index is positive the mineral will be formed and if negative it will be dissolved. Flow and transport are modelled thanks to mass and energy conservation principle:

\[
\frac{\partial M_j}{\partial t} = -\nabla F_j
\]  

were \( M_j \) cumulated mass of the aqueous species \( j \) (kg) and \( F_j \) mass flow of the aqueous species \( j \) (kg.m\(^{-2}\).s\(^{-1}\)) [5]. Samples are initially water saturated, so diffusion of chemical species is the main transport phenomenon and it is considered that water and air do not flow. These lead to expressions of cumulated mass and mass flow as:

\[
M_j = \phi S_l C_{jl}
\]

\[
F_j = u_l C_{jl} - (\tau \phi S_l D_l) \nabla C_{jl}
\]

were \( C_{jl} \) is the concentration of the aqueous species \( j \) in the liquid phase \( l \) (mol.l\(^{-1}\)), \( D_l \) the diffusion of the aqueous species \( l \) (m\(^2\).s\(^{-1}\)), \( \tau \) the tortuosity, \( u_l \) the speed of the liquid phase (Darcy) (m.s\(^{-1}\)), \( S_l \) the saturation of the liquid phase and \( \phi \) the porosity [5]. Kinetics of dissolutions and precipitations are not considered in this model. In this model, the evolution of porosity during the attack is taken into account.

The modelled mortar sample is 2 mm deep and the surface exposed to environmental water is 1 cm high and 1 mm wide. It is meshed in one dimension by 200 similarly-sized cells (Fig. 1). The environmental water represents five cells with the same dimensions but a volume factor going from \(10^5\) to \(10^{80}\) to simulate an infinite volume of environmental water. The maximal time step has been set verifying Neumann condition:

\[
\frac{2D_p \Delta t}{\Delta x^2} \ll 1
\]  

were \( D_p \) is the diffusivity coefficient, \( \Delta x \) the size of cells and \( \Delta t \) the time step. Before performing the 6-month simulation, water and mortar have been equilibrated separately.

![General scheme of mesh used for the leaching simulation.](image)

### 2.2 Mortar

Realistic chemical composition of poral solution (Table 1) and mineralogie composition of the solid part (Table 2) have been chosen, considering a water to cement ratio equal to 0.6. Tortosity was set to 0.0184 according to the equation: \( D_e = \tau \times \phi \times D_{j,w} \) were \( \phi \) is the porosity (0.1), \( D_e \) the effective diffusion coefficient (\(1.84 \times 10^{-12}\) m\(^2\).s\(^{-1}\)) and \( D_{j,w} \) the diffusivity coefficient in water (\(1 \times 10^{-9}\) m\(^2\).s\(^{-1}\)). Precipitated minerals are calcite and ettringite (Table 2).
Leaching of cement-based mortar: sensitivity to calcium and carbonate ions

Table 1 Chemical characteristics of concrete poral solution.

<table>
<thead>
<tr>
<th>Primary species</th>
<th>Molar concentration (mmol.l⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ca²⁺</td>
<td>1.548</td>
</tr>
<tr>
<td>pH</td>
<td>10</td>
</tr>
<tr>
<td>HCO₃⁻</td>
<td>0.0</td>
</tr>
<tr>
<td>Al³⁺</td>
<td>0.6587</td>
</tr>
<tr>
<td>K⁺</td>
<td>182.5</td>
</tr>
<tr>
<td>Mg²⁺</td>
<td>0.3345 × 10⁻⁵</td>
</tr>
<tr>
<td>Na⁺</td>
<td>118.4</td>
</tr>
<tr>
<td>SO₄²⁻</td>
<td>0.4447 × 10⁻¹</td>
</tr>
<tr>
<td>Cl⁻</td>
<td>0.1 × 10⁻¹⁶</td>
</tr>
</tbody>
</table>

Table 2 Mineralogic composition of the reactive mortar portion.

<table>
<thead>
<tr>
<th>Mineral</th>
<th>Volumic proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calcite</td>
<td>0.0</td>
</tr>
<tr>
<td>Ettringite</td>
<td>0.0039</td>
</tr>
<tr>
<td>Monosulfoaluminate</td>
<td>0.0266</td>
</tr>
<tr>
<td>Portlandite</td>
<td>0.0646</td>
</tr>
<tr>
<td>C-S-H 1.6</td>
<td>0.1170</td>
</tr>
</tbody>
</table>

2.3 Leaching water

Four environmental waters were simulated from an unmineralized water (UW) to a mineral one (MW), by adding carbonate and calcium ions step by step. It is noteworthy that MW is a weakly mineralized natural water. Weakly mineralized waters often lead to chemical damage on concrete structures. Laboratory tests are generally performed with unmineralized water, hence the need to understand the influence of actual water composition.

Table 3 Chemical characteristics of leaching waters.

<table>
<thead>
<tr>
<th>Primary species</th>
<th>Molar concentration (mol.l⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>UW</td>
</tr>
<tr>
<td>Ca²⁺</td>
<td>0.0</td>
</tr>
<tr>
<td>pH</td>
<td>7.0</td>
</tr>
<tr>
<td>HCO₃⁻</td>
<td>0.0</td>
</tr>
<tr>
<td>Al³⁺</td>
<td>0.0</td>
</tr>
<tr>
<td>K⁺</td>
<td>0.0</td>
</tr>
<tr>
<td>Mg²⁺</td>
<td>0.0</td>
</tr>
<tr>
<td>Na⁺</td>
<td>0.0</td>
</tr>
<tr>
<td>SO₄²⁻</td>
<td>0.0</td>
</tr>
<tr>
<td>Cl⁻</td>
<td>0.0</td>
</tr>
</tbody>
</table>

3 Results and discussions

3.1 Unmineralized water

In this study, a mortar is exposed to unmineralized water. Ionic concentrations, mineral proportions and porosity are plotted as a function of sample depth (Fig. 2). The sample can be divided into five zones. In zone 5, ionic concentrations, mineral proportions and porosity are unaffected, from 0.34 mm depth for a 6-month simulation. Then portlandide is dissolved progressively, increasing the sample porosity (zone 4). When portlandite is totally dissolved, monosulfoaluminates starts dissolving and ettringite is created (zone 3). Porosity is still increasing but with a smooth rope. When monosulfoaluminates are totally dissolved, the creation of ettringite follows a great increase and the mortar
sample gets denser (zone 2), until ettringite has filled the porosity at about 0.06 mm depth (zone 1). No calcite is created at the surface, because of the lack of carbonate ions in leaching water. The evolution of C-S-H cannot be quantified in this model, because their dissolution is not reproduced in a realistic manner by the thermodynamic database, which does not include intermediary states of C-S-H by decreasing progressively the proportion of calcium [6].

This attack has been studied experimentally by Planel et al., 2006 on a mortar with a water-to-cement ratio of 0.4. They used XRD analysis in order to obtain the profile of phase assemblage after a 12-week immersion in pure deionized water. They could also detect the formation of AFT from 0.4 to 1.5 mm depth. Contrary to our simulation, no ettringite is created at the very edge of the mortar sample. The main other difference is that ettringite starts to be created when portlandite is not totally dissolved yet. Barcelo et al. [8] have also modelled leaching with unmineralized water. They could also observe precipitation of AFT where AFm is dissolving. They noticed ettringite precipitation is only possible in the presence of supplementary calcium ions in the pore solution. Contrary to our results, they obtained dissolution of both portlandite and monosulfoaluminates at the same place.

**Fig. 2** Relative volumic quantities of solid species and ionic concentrations determined by the model after six months of simulated pure water leaching.

### 3.2 Mineralized water

**3.2.1 Minerals and ions evolutions**

The initial model has been adapted with natural mineralized water (MW) and with two artificial waters, in order to understand the differences between UW and MW. Carb1 contains carbonate ions and Carb1ca1 has both carbonate and calcium ions. Fig. 3 shows the amount of minerals formed at the end of 6-month simulation. Fig. 3a and 3b deal with dissolved minerals and Fig. 3c and 3d with precipitated minerals. Fig. 3e represents the global sum of minerals and give a clue to the porosity evolution. When carbonates are added to unmineralized water, the main phenomenon is the precipitation of calcite, due to the reaction with the carbonate ions of the leaching water and the calcium ions from the dissolution of portlandite and monosulfoaluminates. Both are more dissolved when carbonates are added, probably due to the precipitation of calcite. Calcium ions are consumed, and the reaction quotients stay below the equilibria constants, so that the amount of minerals dissolved is increased.

Carb1ca1 is an artificial water created from unmineralized water with the same amount of carbonate ions as Carb1 and MW and the same amount of calcium ions as MW. It creates a relatively high amount of calcite, probably due to the initial availability of calcium ions, and a significant dissolution of portlandite. Here again, the creation of calcite seems to be linked to the dissolution of portlandite. Less ettringite is formed, probably due to the huge creation of calcite.

Natural mineralized water (MW) has also been modelled. Results are close to Carb1, except for the amount of ettringite created, which is higher for MW. It can be observed that the presence of other ions reduces the impact of calcium ions, especially on their ability to create calcite, and thus to dissolve portlandite. The main difference is the presence of other ions like sodium, potassium and mag-

![Relative volumic quantities of solid species and ionic concentrations determined by the model after six months of simulated pure water leaching.](attachment:image.jpg)
nesium. It can be assumed that studied mineral phases have a coupled stability and these ions influence their solubility.

The relative sum has been given in Fig. 3e. Contrary to what can be seen in experimental studies [9], UW does not present a volume loss, even if this is close to zero. It can be due to the modelled leaching conditions. In this study, no flow is applied on the leaching solution, which could foster the precipitation of ettringite at the edge of modelled mortar sample. Nevertheless it can be observed still that mineralized water has a greater amount of minerals created than UW.

![Graphs showing quantity of mineral formed at the end of 6-month simulation of leaching as a function of the leaching water.](image)

**Fig. 3** Quantity of mineral formed at the end of 6-month simulation of leaching as a function of the leaching water. a) Portlandite. b) Monosulfoaluminates. c) Ettringite. d) Calcite. e) Total of dissolved and precipitated minerals.

Ionic concentrations, mineral proportions and porosity are plotted against depth (Fig. 4). The graph can be separated in five zones, as that obtained with unmineralized water (Fig. 2). No evolution occurs in the inner part of the modelled mortar sample (zone 5). Zone 4 and zone 3 are quite like Fig. 2: dissolution of portlandite and monosulfoaluminates respectively. Calcite and ettringite are created in zone 2, until porosity is filled (zone 1). The evolution of porosity is close to unmineralized water: a dense layer at the edge of the sample (zone 1), followed by a porous layer (zone 3) and a zone with initial porosity (zone 5, the heart).

It can be observed that calcite and ettringite start being created when portlandite is totally dissolved, but their precipitation increases when monosulfoaluminates have been totally dissolved. Badouix [10] has observed the same evolution of porosity when studying experimentally a Portland cement paste after seven months in a solution of NaHCO$_3$ with a Scanning Electron Microscopy. They explained the dense zone at the edge of the sample by the formation of calcite.
Fig. 4  Relative volumic quantities of solid species and ionic concentration vs depth of the materials determined by the model after six months of simulated natural mineralized water (MW) leaching.

Particular attention is paid to the volume occupied by the dissolved minerals, directly linked with the increase in porosity. Dissolved portlandite to dissolved monosulfoaluminates volumic ratio is given as a function of the leaching solution in Fig. 5a. The ratios are approximately the same whatever the solution. It shows the dissolution of portlandite is responsible for a greater increase of porosity. It is especially the case for unmineralized water, where dissolved portlandite volume is three times dissolved monosulfoaluminates volume. It was underlined by [11] when studying leaching by nitrate ammonium solution experimentally. They also stated that portlandite dissolution is responsible for the commonly reported strength decrease.

The volumic ratio of dissolved portlandite to dissolved monosulfoaluminates is lower when carbonates ions are added to the leaching solution (Carb1 vs UW), and it is also lower for natural mineralized water (MW).

During leaching, dissolution of minerals happens as deterioration fronts. Portlandite is dissolved before monosulfoaluminates and so the layer where portlandite is totally dissolved is deeper than this of monosulfoaluminates. Deteriorated thicknesses are given in Fig. 5b depending on the mineral considered. Portlandite is always totally dissolved at higher depths than monosulfoaluminates. The latter are never totally dissolved when the leaching solution is the artificial solution Carb1ca1. The dissolution depths of Carb1 are lower than unmineralized water whereas the amount of minerals dissolved is slightly higher with Carb1 than UW (Fig. 3): the depth difference between the start of dissolution and the total dissolution is lower is Carb1. Deterioration fronts are deeper for MW, which is in accordance with the amount of minerals dissolved (Fig. 3).

Fig. 5  Dissolved portlandite to dissolved monosulfoaluminates volumic ratio as a function of the leaching solution after a 6-month simulation (a). Dissolution front of totally dissolved minerals (portlandite and monosulfoaluminates) (b).
3.2.2 Cumulated variations of calcium ions
It can be observed that every mineral at stake in this chemical attack involve the release or consumption of calcium ions [12]. Calcium ions consumed due to dissolution / precipitation phenomena are calculated and given in Fig. 6. The relative sum of variations of calcium due to every phenomenon is an indicator particularly interesting because it can be monitored experimentally by following the calcium concentration in the leaching solution. The final ranking is in good agreement with variation of volume (Fig. 7): UW results is higher dissolution than precipitation, thus the indicator underlines the greater leaching of all tested waters in this study. This indicator underlines that dissolutions and precipitations phenomena tend to compensate in the case of Carb1 and MW. Carb1ca1 undergo a great consumption of calcium ions, due to the creation of calcite, which is indeed the main phenomenon in stake in Fig. 3. The graph (Fig. 6) underlines that the dissolution of monosulfoaluminates cannot be estimated when monitoring the consumption of calcium ions and ettringite has a limited impact. The main phenomena are the dissolution of portlandite and precipitation of calcite.

![Fig. 6](image-url)  
Fig. 6  Amount of calcium released after six-month modelled leaching depending on the dissolution / precipitation phenomena and the leaching solution.

![Fig. 7](image-url)  
Fig. 7  Amount of calcium released after six-month modelled leaching and total volume of mineral formed.

4 Conclusion
The main purpose of this paper was to contribute to the understanding of the leaching mechanisms. The authors’ attention was focused on the influence of the presence of calcium and carbonate ions and the main ions present in natural water. A simulation has been made thanks to a geochemical model, allowing a description of chemical phenomena taking place during the leaching of Portland cement-based mortar. The analysis is focused on quantities of dissolved ions and solid phases evolving during the attack, their coexistence in space and time.

From the outcome of our investigation it is possible to conclude that calcite and ettringite precipitations are due to portlandite dissolution, but they increase as monosulfoaluminates have been totally
dissolved, and thus calcite never coexists with portlandite, whereas monosulfoaluminates are still present when calcite and ettringite precipitations happen.

The new indicator, defined as the total amount of calcium consumed in solution, is discussed, based on the finding that every mineral at stake in this chemical attack involve releasing or consuming calcium ions. It leads to additional information in comparison to volume variations. This result could help designing performance tests and indicators.

The findings suggest in this paper could be useful clarifying the water parameters to consider designing concrete structures in their environment. Moreover, the performance-based approach requires indicators that are representative for the deterioration. Understanding the phenomena and the influence of the chemical composition of the leaching water will help provide relevant indicators. The next stage of our research will be to investigate if the calcium concentration can be one, by doing experimental leaching tests.
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Abstract

Reactive transport is a critical issue in building materials because it is closely related to the durability of building materials, especially for the porous material with functional connectivity. When building material exposes to the aggressive environment during its service life, the microstructure will be altered because of water-dependent activities, such as salt precipitation/dissolution. This paper establishes a mathematical model for transport problems and chemical reactions intended to characterize the process of precipitation/dissolution in the porous medium. The main algorithm is implemented by the sequential iterative approach (SIA), which is based on two sets of equations. The transport problems are described by a set of partial differential equations based on mass conservation, and the chemical processes, under the assumption of equilibrium, are represented by a set of nonlinear algebraic equations based on the law of mass action.

To simplify the problem, this paper focuses on a material perspective of the porous medium, i.e., the development computes the chemical species and water as a function of time only. By adopting our model, transport properties such as ionic concentration and mass of chemical components were implemented. The porosity and the water saturation degree were also considered and examined in our work. Finally, the convergence rate of this numerical model was discussed based on two simulated cases. Such a method could be used as the extra reference when controlling experimental conditions is difficult, in refining the durability-related issues, such as salt intrusion and water transport.

1 Introduction

The durability analysis of porous medium, especially cement-based material requires modeling tools that can consider both the transport of moisture that contains dissolved species and chemical reactions. Therefore, the development of transport models that govern the partitioning of chemical species between aqueous and solid phases is fundamental to an understanding of processes such as salt precipitation/dissolution. The transport of moisture and dissolved chemical species through aqueous inside a porous medium is of interest to a variety of research. In recent decades, a large number of reactive transport models have been devised to provide this capability. In 1989, G.T Yeh et al. evaluated and discussed three models (the mixed differential and algebraic equation approach, the direct substitution approach, and the sequential iterative approach) for simulating the hydrogeochemical transport problems described by partial differential equations and nonlinear algebraic equations. It had been found that the use of the sequential iterative approach (SIA) models lead to the fewest constraints on computer resources in terms of CPU time and memory, which was recommended for the practicality and flexibility [1]. Valocchi et al. (1992) and Kaluarachchi et al. (1995) worked on another model-operator splitting approach for the numerical solution of advection-dispersion-reaction problems, especially the accuracy of this method were described [2], [3]. In 1994, Walter et al. developed a numerical model (MINTRAN) for the simulation of groundwater transport of multiple reacting chemical substances governed by the equilibrium equations of thermodynamics [4]. In 2000, E.Samson et al. reviewed and discussed various algorithms to model the effects of chemical reactions on ionic transport mechanisms in porous media [5]. Samson even considered the electro-chemical potential between different ions or the effect of temperature on the diffusion of ions [6], [7]. However, the most presented algebraic equation set is a general simulated model accommodating simultaneous reactions of adsorption, redox, complexation, ions exchange, acid based reactions, and precipitation/dissolution. Besides, equations for the description of models are functions of both time and position, which make the computer program a complex one, and some unexpected problems have emerged herein, for instance, the inherent error introduced by the operator splitting method.
In this paper, we mainly focus on the specific problem of precipitation/dissolution reaction. By adopting the sequential iterative approach (SIA), we will work out a computing method for solving transport problems, especially describing local chemical reactions (precipitation and dissolution). Then we take the sodium chloride as an example, the water transfer process, the ionic concentration variation, as well as the water saturation degree, will be implemented by our iterative procedure. Finally, a brief comment on our method will be given to the purpose of further improvement.

2 Coupling chemical reaction to water and ionic transport in an unsaturated porous media

A porous material consists of the following three phases. The solid phase is the composition of the solid matrix and precipitated salt. The aqueous solution is consisting of pure water (which is also the so-called solvent) and ionic species (which is also the so-called solute). The voids in the solid skeleton are filled partly with an aqueous solution and partly with a gaseous phase comprising dry air and water vapor.

Fig. 1 Schematic of multi-components within the porous material.

In this given porous medium, the temperature and pressure are taken as constants. The liquid phase and solid phase are in an equilibrium state at the beginning. When the aqueous solution is disturbed, an amount of one or more chemical species will dissolve or precipitate to reach the new equilibrium state. Note that the gaseous phase, occupying a portion of the porous space, can be neglected in our research. Because according to the research by Marsily in 1986, for unsaturated porous material (salt dissolved aqueous), using the mobile air phase approach does not give results significantly different from the immobile approach, except for very special cases [8]. All the components in our system were described in molarity and molality units.

2.1 Transport Equations

Based on the mass conservation equation, water flow in the unsaturated porous medium can be written as

\[ \frac{\partial m_w}{\partial t} + \text{div}(m_w \mathbf{v}_{w-s}) = 0 \]  (1)

where \( m_w \) is the relative mass of water which is denoted as \( m_w = \rho_w S_w \phi \), \( \mathbf{v}_{w-s} \) is the velocity of water flow relative to the solid phase which can be determined by Darcy’s law for multi-phase flow, \( \rho_w \) is the density of water, \( \phi \) is the porosity for representing porous medium, and \( S_w \) is the water saturation degree (SD).

By substituting the expression of \( m_w \) into equation (1), one can get

\[ \rho_w \phi \frac{\partial S_w}{\partial t} + \rho_w S_w \frac{\partial \phi}{\partial t} + Q_w = 0 \]  (2)

where \( Q_w = \text{div}(m_w \mathbf{v}_{w-s}) \) is the term of water flux.

At the same time, the transport equation for aqueous (dissolved) species based on mass conservation is given by:

\[ \frac{\partial m_j}{\partial t} + \text{div}(m_j \mathbf{v}_{j-w}) + \text{div}(m_j \mathbf{v}_{j-w}) = 0 \]  (3)

where \( m_j \) is the relative mass of the \( j \)th aqueous species which is expressed as \( m_j = c_j M_j S_w \phi \), \( \mathbf{v}_{j-w} \) is the velocity of the \( j \)th aqueous species relative to water that can be calculated by Darcy’s law, \( c_j \) is the
concentration of the jth chemical species in the aqueous solution and $M_j$ is the molar mass of the jth aqueous species.

Equation (3) can be rewritten as follows:

$$M_j \phi S_w \frac{\partial c_j}{\partial t} + c_j M_j \phi \frac{\partial S_w}{\partial t} + c_j M_j S_w \frac{\partial \phi}{\partial t} + Q_c = 0$$

(4)

where $Q_c = \text{div}(m_j \nu_{j-w}) + \text{div}(m_j \nu_{w-s})$ represents the diffusion of the aqueous species.

The evolution equation for porosity in the process of precipitation/dissolution is given by

$$\frac{\partial \phi}{\partial t} = - \frac{\partial \phi_{salt}}{\partial t}$$

(5)

and $\phi_{salt}$ is expressed as

$$\phi_{salt} = - \omega_{salt} (c_{salt}^0 - c_{salt})$$

(6)

where $\omega_{salt}$ is the molar volume of precipitated salt, $c_{salt}^0$ is the initial content of precipitated salt and $c_{salt}$ is the content of precipitated salt.

By substituting equation (6) into equation (5), we have

$$\frac{\partial \phi}{\partial t} = - \omega_{salt} \frac{\partial c_{salt}}{\partial t}$$

(7)

### 2.2 Chemical reactions (Precipitation/dissolution)

Now let us propose that in the representing system of precipitation/dissolution there is a subset of $N_x$ aqueous species as basis species, which are so-called components, primary species or ionic species. We also assume a subset of $M_p$ precipitated species, which is also called as the secondary species. The number of secondary species is exactly equal to the number of reactions. The precipitated species can be represented as linear combinations of ionic species such as

$$\sum_{j=1}^{N_x} a_{ij} x_j \rightleftharpoons p_i \quad i = 1, 2, ..., M_p$$

(8)

where $a_{ij}$ is the stoichiometric coefficient of the jth aqueous component in the ith precipitated species; $x_j$ is the jth aqueous component with $j = 1, N_x$; $p_i$ is the ith precipitated species with $i = 1, M_p$.

The precipitation/dissolution of solid-phase are the chemical reactions that are described by a set of nonlinear algebraic equations under local equilibrium condition is governed by the following expression based on the law of mass action [9]:

$$\alpha_i \prod_{j=1}^{N_x} (c_j)^{a_{ij}} = 1 \quad i = 1, 2, ..., M_p$$

(9)

where $c_j$ is the concentration of the jth aqueous species (mmol/l) and $\alpha_i$ is the stability constant of the ith precipitated species which can be expressed as

$$\alpha_i = K_i \prod_{j=1}^{N_x} (y_j)^{a_{ij}}$$

(10)

where $K_i$ is the thermodynamic equilibrium constant of the ith precipitated species, which can be obtained according to equation (9). The chemical activity coefficient of the jth aqueous component species (a dimensionless quantity) is denoted as $y_j$, which is related to the ionic strength of all aqueous species. In a very dilute solution, which is called as an ideal solution, the activity coefficients of aqueous species $y_j$ are equal to one. However, as the ionic concentration increases, the activity coefficient will significantly deviate from one. In this paper, the activity coefficient is calculated by Davies equation [10].

Note that equation (9) does not contain the concentration of precipitated species $p_i$ because the activity of pure solid is considered one, which leads to significantly different from the models handling other types of chemical reactions, for instance, the complexation and sorption problems [9].

Furthermore, equation (9) can be extended to equation (11) by giving more details:

$$\alpha_i \prod_{j=1}^{N_x} \left( c_j^0 - \sum_{k=1}^{M_p} \alpha_{kj} \Delta c_{j-k} \right)^{a_{ij}} = 1 = 0 \quad i = 1, 2, ..., M_p$$

(11)
Numerical solution

The coupled equations of reactive transport and chemical reactions will be implemented by the sequential iterative approach (SIA), which solves first the transport equations and then the chemical reactions [1], [4]. The sequential manner will follow an iterative procedure, repeating several times until convergence is attained.

For the iterative procedure, each time step $\Delta t$ is defined as

$$\Delta t = t^{k+1} - t^k$$  \hspace{1cm} (12)

in which $k$ is the iteration number of transport and chemical reactions.

Thus, the porosity of each time step is computed as equation (13) by considering equation (7) and (12):

$$\phi^{t^{k+1}} = \phi_0 - \phi_{salt}^{t^{k+1}}$$  \hspace{1cm} (13)

### 3.1 Solution of transport equations

Our model applies to problems of one-dimensional transport coupled with the chemical reaction of precipitation/dissolution. For simplicity, our numerical formulation for solving the transport equations (2) and (4) here is presented by two different cases based on some assumptions.

**Case one where no chemical species diffusion is present.** The porosity is constant; ignore the diffusion term of chemical species [mmol/l.s] and keep the term of water flux [mmol/l.s] as constant for each time step.

Then we could obtain the increment of water saturation degree at each time-lag $\Delta t$:

$$\Delta S_l^{t^{k+1}} = S_l^{t^{k+1}} - S_l^{t^k} = -Q_l \rho \phi^{t^{k+1}} \Delta t$$  \hspace{1cm} (14)

The increment of concentration for each ionic species at each time-lag $\Delta t$:

$$\Delta c_j^{t^{k+1}} = c_j^{t^{k+1}} - c_j^{t^k} = \frac{\Delta S_l^{t^{k+1}} c_j^{t^k}}{S_l^{t^{k+1}}}$$  \hspace{1cm} (15)

We can formalize the iteration system by writing in time step form as follows:

$$S_l^{t^{k+1}} = -\frac{Q_l}{\rho \phi^{t^{k+1}}} \Delta t + S_l^{t^k}$$  \hspace{1cm} (16)

and

$$c_j^{t^{k+1}} = \frac{S_l^{t^{k+1}} c_j^{t^k}}{S_l^{t^{k+1}}}$$  \hspace{1cm} (17)

**Case two where no water flux is present.** Keep the diffusion term of chemical species $Q_c$[mmol/l.s] as constant and omit the water flux $Q_w$[Kg/m³.s] in each iterative step.

Thus, we could obtain the increment of water saturation degree at each time-lag $\Delta t$:

$$\Delta S_l^{t^{k+1}} = S_l^{t^{k+1}} - S_l^{t^k} = -\frac{S_l^{t^k} \Delta \phi^{t^{k+1}}}{\phi^{t^{k+1}}}$$  \hspace{1cm} (18)

The increment of concentration for each ionic species at each time step $\Delta t$:

$$\Delta c_j^{t^{k+1}} = c_j^{t^{k+1}} - c_j^{t^k} = -\frac{Q_c}{\phi^{t^{k+1}}} \Delta t$$  \hspace{1cm} (19)

Finally, the equations for sequential solution are giving by

$$S_l^{t^{k+1}} = \frac{S_l^{t^k} \phi^{t^{k+1}}}{\phi^{t^{k+1}}}$$  \hspace{1cm} (20)

and

$$c_j^{t^{k+1}} = -\frac{Q_c}{\phi^{t^{k+1}}} S_l^{t^{k+1}} \Delta t + c_j^{t^k}$$  \hspace{1cm} (21)
3.2 Solution of chemical reactions

The set of non-linear chemical reactions indicated in equation (9) is solved by the Newton-Raphson method. As is shown in equation (11), the initial concentration \( c^0 \) (at the beginning of the chemical reactions) is an input. Thus, the increased concentration of the secondary species or precipitated species \( \Delta c_{s-L_{ik}} \) is the essence to figure out, which are lumped into a vector of unknowns, \( \mathbf{X}_i (i = 1, 2, ..., M_p) \). As we have \( M_p \) equations and \( M_p \) unknowns, then the unknowns can be updated as follows:

\[
\mathbf{X}_i^{n+1} = \mathbf{X}_i^n + \Delta \mathbf{X}_i^n \quad (n = 0, 1, 2, \ldots)
\]  

(22)

where \( n \) is the iteration number and \( \Delta \mathbf{X}_i^n \) is the increment of unknowns denoted as

\[
\Delta \mathbf{X}_i^n = \mathbf{J}^{-1}(\mathbf{X}_i^n)\mathbf{f}(\mathbf{X}_i^n)
\]  

(23)

where \( \mathbf{J} \) is the Jacobian matrix and \( \mathbf{f}(\mathbf{X}_i^n) \) is the vector of residuals. The iteration will repeat until convergence is attained. In our research, the convergence criterion is that the L2-norm of \( \Delta \mathbf{X}_i^n \) satisfied a specified tolerance, which is expressed as

\[
\|\Delta \mathbf{X}_i^n\| \leq err
\]  

(24)

Once the increased concentrations of the secondary species are obtained, all of the aqueous species can be computed as follows:

\[
c_j = c_j^0 - \sum_{i=1}^{M_p} \alpha_{ij} \Delta c_{s-L_{ij}} \quad i = 1, 2, ..., M_p
\]  

(25)

4 Numerical implementation

The model deals with the one-dimensional transport coupling with reactive chemical problems. Two sets of the iterative system are performed here. The first set subjects to equation (13), (16), (17) and (22), to analyze the influence of water flux on our system. The second set includes equation (13), (20), (21) and (22), to research the impact of diffusion of ionic species on our system. The numerical results for both two sets will be implemented with the time step of 1 hour. The most common chemical reaction is made as in equation (26). The Initialization of parameters of representing aqueous solution is listed in table 1.

\[
\text{Na}^+_{(aq)} + \text{Cl}^-_{(aq)} \leftrightarrow \text{NaCl(s)}
\]  

(26)

Table 1 Initialization of parameters for representing aqueous solution.

<table>
<thead>
<tr>
<th>Initialization</th>
<th>( C_{\text{Cl}^-} ) [mmol/L]</th>
<th>( Q_w ) [Kg/m².h]</th>
<th>( Q_c ) [mmol/L.h]</th>
<th>( K_{eq} )</th>
<th>( \phi_0 )</th>
<th>( S_l )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case One</td>
<td>10</td>
<td>1</td>
<td>0</td>
<td>0.01246</td>
<td>0.2</td>
<td>0.9</td>
</tr>
<tr>
<td>Case Two</td>
<td>10</td>
<td>0</td>
<td>-1</td>
<td>0.01242</td>
<td>0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

**Case one:** This case was carried out by considering water flux quantity while the effect of ionic diffusion was considered negligible. The parameters used in the numerical simulations were listed in table 1.

The water saturation degree (SD) proportionally decreased from 0.9 to 0 during the 180 hours (see Fig.2-a). The porosity, in this case, kept constant, which indicated that a few precipitated salts were generated that lead no significant difference to the solid volume. As shown in Fig.2-b, the mass of aqueous species decreased with the increase in the mass of precipitated salt. However, the total mass of the components remained constant despite the distribution between chemical species in both aqueous and solid phases because the mass of each chemical component was conservation in our system. The concentration of ionic species and salt increased as the SD decreasing (see Fig.2-c and Fig.2-d). This increment can be divided into two stages: the slight increase stage when SD decreased from 0.9 to 0.1 and the sharply increase stage until SD decreased to 0. It indicated that the significant chemical reaction occurred in the last period.
**Case one:**

- Water saturation degree is proportional to time;
- Evolution of mass for each component in the reactive system;
- Concentration of ionic species varies with water saturation degree;
- Concentration of precipitated salt varies with water saturation degree.

**Case two:**

- Water saturation degree varies with time;
- Evolution of mass for each component in the reactive system;
- Concentration of ionic species varies with water saturation degree;
- Concentration of precipitated salt varies with water saturation degree.

Case two-This example gave an illustration of the controlling ionic diffusion processes while disregarding the water flux during the chemical reaction of precipitation/dissolution.
In this case, SD increased from 0.2 to 0.9 as time went by. It can be found that ionic diffusion affected the process of precipitation/dissolution by means of a pronounced increment in the mass of precipitated salt, which was over several orders of magnitude (see Fig.3-b). Simultaneously, the concentration of ionic species and precipitated salt were in a manner different from that for the case one (see Fig.3-c). Initially, the concentration of aqueous species increased to 126 (mmol/l) when SD was about 0.2, then it kept constant controlling by equilibrium. In contrast to case one for which the concentration of salt displayed variations that are more subdued, it increased over several orders of magnitude in case two, leading to more precipitated solids accumulate in the reactive system. Note that the increment of ionic concentration and precipitated mass were remarkable at the beginning period, then they kept stable, which revealed that the chemical reactions dominantly occurred at the beginning.

By comparing these two cases, we can find that the ionic transport influenced much salt precipitation than water transport. Besides, the water saturation degree also affected the transport and chemical reaction. It can be observed from Fig.2-c and Fig.2-d, during the process of the water saturation degree reduction, the concentration of components species and precipitated species did not change too much, causing a little bit of precipitated solid occurred in the system. While in case two (see Fig.3-c and Fig.3-d), as SD increasing, the ionic transport and chemical reactions were apparent. As a result, a considerable quantity of precipitated salt accumulated within the porous material. The computed results are consistent with most practical cases. The water saturation degree is a significant indicator of the moisture content, which affects the transport properties in the porous material. The augmentation of moisture content implies the better connectivity of water-filled path available for the transport of chemical species [11], [12]. Note that in our implemented examples, SD can be simulated as low as zero. However, it cannot be realized in reality because the certain moisture content is strongly absorbed on the pore surface and can no longer be depleted anymore.

Table 2  Comparison of CPU time required in case one and case two.

<table>
<thead>
<tr>
<th>Case One</th>
<th>Case Two</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_w$ [Kg/m$^3$.s]</td>
<td>$Q_c$ [mmol/l.s]</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>0.01</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2 showed the CPU time required by the two cases. The initial concentration of ionic species was 100 mmol/l, and initial porosity was 0.2 for both of the two cases. In case one, we added an identical quantity of water $Q_w$ into the system for each time of iteration, the water saturation degree decreased from 0.9 to zero while the porosity kept constant. The iteration procedure stopped when the water saturation degree decreased as zero. The iteration procedure stopped when the water saturation degree increased as zero. In case two, we added an identical concentration of ions $Q_c$ into the system for each time of iteration, when the water saturation degree increased from 0.2 to 1, the iteration stopped. The reactive time and convergence rate were dominated by $Q_w$ or $Q_c$. For instance, when we added 1Kg/m$^3$.s of water into the target system for each time iteration, the convergence rate was very fast, and the computing time was about 4 seconds. On the contrary, it required more CPU time, such as 34.6 s, when the water flux was equal to 0.01Kg/m$^3$.s. It revealed that the convergence rate of our iterative procedure depended on the quantity of water flux $Q_w$ and the quantity of aqueous species diffusion $Q_c$.

5  Discussions and concluding remarks

The model is based on the mass conservation equation and the law of mass action theory, capable of handling hydro-chemical coupled problems. Even though much effort has been devoted to modeling chemical reactions and transport problems in many literatures, most of them mainly considered complexation and adsorption reactions. Very little research has been focused on the dissolution/dissolution reactions, especially the reactions in cement-based materials. This work focused on the precipitation/dissolution research within porous materials that evolved time-dependent only. By adopting this numerical model, we could conduct a quantitative analysis of salt precipitation during the water/ionic reaction.
transport process, which provided the possibility to elucidate the mechanism of local precipitation/dissolution in the pore scale.

By comparing two cases, it can be obtained that ionic transport influenced much chemical reaction than water transport. Besides, for the system that only water transport occurred, the chemical reaction mainly took place in the last period. However, for the system that only ionic transport existed, significant chemical reactions occurred in the beginning.

The convergence rate of our iterative procedure intimately depends on the quantity of water flux $Q_w$ and the quantity of aqueous species diffusion $Q_c$. More obvious of water flux and ionic diffusion, faster the convergence of SIA attained.

However, it should be noted that this model is simplified in mathematical analyses with the variation of concentration with time, not with space, which may introduce differences from practical applications. Further research should be conducted to consider time and spatial dependent transport equations.
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Abstract

The development of proper bond between steel and concrete in a reinforced concrete structure is essential for a safe and effective transfer of stresses between them. In case of realistic concrete covers, failure of bond between reinforcement and concrete can be limited by the premature splitting of concrete cover prior to bond pull-out failure. Moreover, bond in reinforced concrete structures or structural elements are vulnerable to fire. Under ambient temperature, bond behaviour has been extensively investigated so far and guidelines for assessing the bond strength are well-established (EC2, fib MC2010). However, relatively fewer investigations are carried out for estimating post fire bond strength.

In this study, degradation of bond behaviour after fire (residual state) has been studied using beam-end specimens, which simulates the boundary conditions more closely to reality than conventional pull-out specimen. ISO 834-1 fire scenario is considered for the heating of the specimens. First, the numerical investigations are carried out employing 3D finite element analysis for the specimens at ambient temperature to validate the modelling approach. Then the numerical models are utilized to investigate the influence of different concrete covers on post-fire bond behaviour considering different fire exposure durations. The obtained results clearly demonstrate that with realistic concrete cover, failure of concrete is almost always governed by splitting of concrete prior to bond pull-out leading to a limitation in usable bond strength and also a rather strong degradation of bond strength with fire exposure duration takes place, particularly for short exposure durations. The results also show that considering the degradation in bond strength only as a function of temperature for assessing residual bond capacity may be rather un-conservative. The results of the numerical analysis have been verified against a few experiments.

1 Introduction

Bond between concrete and steel is very important to assess the performance of a reinforced concrete structure or structural element. Bond strength might get strongly affected strongly when a structure undergoes fire accident resulting in a drastic reduction of the structural performance. Still, the topic of residual bond behaviour in post-fire scenarios is relatively less investigated resulting in insufficient guideline to assess the state of bond capacity in a structural member after fire accident. Standards and guidelines such as EN1992-1-1 (2004)¹ and fib Model Code 2010², provide analytical relationships to estimate the bond capacity at room temperature considering the effects of different parameters such as concrete strength, concrete cover, bar diameter, spacing of transverse reinforcement etc. However, it is also necessary to access the post fire bond behaviour to predict the residual capacity so that the structure can be reused without demolishing if it undergoes a fire accident. Moreover, several recent incidents of industrial and residential fires, fire explosions emphasise the necessity of the same. One of the most important parameters influencing the bond capacity especially in case of bond splitting failure is the concrete cover. Also for fire design of concrete structures, concrete cover is considered to be the most relevant parameter as it strongly affects the temperature of the reinforcement. The main objective of this present study is to numerically investigate the influence of concrete cover on post fire bond behaviour. Later, a model to assess the post-fire performance of bond in residual state will be worked out by considering all parameters influencing the behaviour.

2 Literature review

Research, performed so far to investigate the behaviour of bond under fire mainly by using pull-out specimen³(RILEM), obtained pull-out bond failure. In most of the cases slow heating rate was used
upto a certain duration to obtain the desired elevated temperature within the specimens and then they were cooled down to room temperature. Residual pull-out tests were performed on them thereafter.

Morley & Royles\(^4\) have studied degradation of bond strength with the increase of temperature in normal concrete using confined test setup considering two different scenarios: loading during heating and no loading during heating. They have concluded that there is an insignificant difference in the degradation of bond strength between these two cases. Similar studies have been performed by several other authors i.e. Diederichs and Schneider\(^5\), Bingöl and Gül\(^6\), Lublóy & Balázs\(^7\). List is only exemplary and not exhaustive. Sagar\(^8\) investigated the effect of different parameters on the bond strength and is the first to differentiate pull-out failure and splitting failure after exposure to elevated temperatures, thus demonstrating the concept of usable bond strength.

Recently Shamseleidin et al.\(^9\) have conducted several experiments to investigate the bond degradation on residual state. They have performed the tests using beam-end test specimen which represents well the real boundary conditions of a flexural member. Specimens were heated slowly using a heating rate of \(2^\circ\text{c/min}\) upto \(800^\circ\text{c}\) followed by a natural cooling down to room temperature. The degradation of bond stress matches well with that of the pull-out specimen.

Numerical investigations which are available so far on degradation of bond under fire don’t offer much acuity on the residual bond capacity as well as mode of failure. Gao et all.\(^10\) performed numerical investigations on reinforced concrete beam subjected to fire and they concluded that incorporation of bond has a little impact on the residual strength. Hung\(^11\) also performed numerical investigations on bond degradation and a model on that was proposed successively.

Sharma et al\(^12\) carried out a numerical study utilizing beam-end specimens to investigate the post-fire bond performance, which formed the basis of the current study. The detailed background of the development of the beam-end specimen utilized in this work is given in Bosnjak et al\(^13\). A strong influence of realistic boundary conditions of the test specimen and fire scenario on post-fire bond performance was clearly demonstrated. This work is an extension of the work initiated in these studies and systematically investigates the influence of various parameters affecting bond performance in post-fire residual conditions. Here, only the influence of concrete cover is reported.

### 3 Significance of the study

Researches, which are conducted untiill now on behaviour of bond strength at elevated temperatures are mainly useful for the development of temperature dependent material model for bond. However, there are no such model available which gives due considerations with the influence of bond-splitting failure of reinforced concrete structure or structural member exposed to fire. Higher heating rate increases thermal stress and consequently cracking in concrete leading to a significant degradation of bond strength. Also, in most of the cases, thermally induced cracks result in a change of failure mode, therefore restricting to the achievement of complete bond stress. It is therefore essential to investigate the bond strength of a structural member considering i) different failure mode (splitting or pull-out) ii) heating rate on the concrete damage.

### 4 Numerical investigation

In this numerical investigation, the residual bond capacity is investigated considering different minimum concrete cover (\(c_{\text{min}}\)) for different fire exposure durations (see Table 1).

Table 1 Overview of the performed numerical investigations

<table>
<thead>
<tr>
<th>Investigated parameter: Clear minimum concrete cover ((c_{\text{min}}))</th>
<th>(c_{\text{min}})</th>
<th>Bonded length</th>
<th>Rebar dia.</th>
<th>Spacing of stirrups</th>
<th>Heating duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name of the Specimen</td>
<td>[mm]</td>
<td>[mm]</td>
<td>[mm]</td>
<td>[mm]</td>
<td>[min]</td>
</tr>
<tr>
<td>A</td>
<td>1.5*ds=24mm</td>
<td>8*ds=128mm</td>
<td>16</td>
<td>100</td>
<td>0,15,30,60,90</td>
</tr>
<tr>
<td>B</td>
<td>2.5*ds=40mm</td>
<td>8*ds=128mm</td>
<td>16</td>
<td>100</td>
<td>0,15,30,60,90</td>
</tr>
<tr>
<td>C</td>
<td>3.5*ds=50mm</td>
<td>8*ds=128mm</td>
<td>16</td>
<td>100</td>
<td>0,15,30,60,90</td>
</tr>
</tbody>
</table>
4.1 Specimen description
A beam-end specimen which simulates well the boundary conditions realistically is used to perform numerical investigations. It is previously shown that this specimen is more suitable for bond investigation under fire than the standard pull-out specimen. Figure 1 gives the overview of the specimen geometry and provides the details of the positions of the test rebar, stirrups, other longitudinal rebars etc. Standard test rebar (grade BSt 500) with a diameter of 16mm is used in this present numerical study. The test rebar in this case is provided with an initial debonded length of 7ds followed by a bonded length of 8ds (ds is diameter of rebar) thereafter. The fundamental purpose of the debonded length is to prevent the formation of a concrete cone breakout body in the front. A minimum concrete cover of 24 mm is considered in this present study.

A total of four longitudinal rebars of 12 mm diameter are provided and 8mm diameter closed stirrups are provided with a spacing of 100mm in the bonded zone. Normal strength concrete confirming to the grade C16/20 according to EC2 is being considered. While simulating the post-fire residual pull-out behaviour, all the restraints are provided significantly far from the bonded zone to avoid influence of it.

Fig. 1 Beam-end test specimen used for the present numerical investigation a) complete specimen b) cross-section of the specimen in ambient condition c) cross section displaying heating surface.

5 Thermo-mechanical modelling of concrete
In general, behaviour of RC members exposed to fire depends predominantly on the material and thermal properties of both concrete and reinforcing steel. The degradation of the material properties is governed by the changes occurring inside the material at the microscopic level, leading to a global weakening depending on the maximum attained temperature.

The numerical modelling is performed using the in-house developed 3D finite element software MASA. The constitutive law which is used to describe the behaviour of concrete at elevated temperature is a temperature dependent microplane model where the mechanical properties of concrete are coupled with temperature. To account the effect of temperature in concrete and steel thermo-mechanical model is used and briefly explained below. A detailed description can be found in Periskic, G. In this thermo-mechanical model, the total strain of concrete at high temperature are splitted into three components.

\[ \varepsilon_{\text{total}} = \varepsilon_m + \varepsilon_{\text{fts}} + \varepsilon_{\text{lts}} \]

Where, \( \varepsilon_m \) is mechanical strain, \( \varepsilon_{\text{fts}} \) is free thermal strain and \( \varepsilon_{\text{lts}} \) is load induced thermal strain. The temperature dependency of the microplane model is considered such that all the macroscopic properties of concrete - Young’s modulus, compressive and tensile strength and fracture energy are temperature dependent. Though from the experimental investigations it is observed that with the increase of temperature free thermal strain increases, in this case it is considered that the tensor only depends on temperature and behaves alike in all directions.

Crack band method is used as localization limiter and smeared crack approach is considered for simulation of the cracks in concrete. A more detailed description can be found in Ožbolt et el.

5.1 Numerical modelling approach
Mechanical properties of different materials used for the present numerical simulation are summarized in Table 2.
In this present numerical investigation, concrete is modelled using 4-noded tetrahedral elements and test rebar is modelled using 8-noded hexahedral elements. The material of the test rebar is considered as linear elastic because the aim of this work is to study influences of different parameters on bond of concrete. So, considering test rebar as linear elastic, yielding of steel can be avoided. Other longitudinal corner rebars and stirrups are modelled using 2-noded axial bar elements, for which a trilinear stress-strain law (elasticity modulus, yield strength, hardening modulus and ultimate strength) is defined.

### Table 2 Material properties used in this present study

<table>
<thead>
<tr>
<th>Material</th>
<th>unit</th>
<th>Concrete</th>
<th>Test rebar</th>
<th>Other longitudinal rebar</th>
<th>Stirrup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compressive strength</td>
<td>[N/mm²]</td>
<td>20</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Tensile Strength</td>
<td>[N/mm²]</td>
<td>2.25</td>
<td>550</td>
<td>550</td>
<td>550</td>
</tr>
<tr>
<td>Modulus of Elasticity</td>
<td>[GPa]</td>
<td>23.5</td>
<td>200</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>[-]</td>
<td>0.18</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>Fracture energy</td>
<td>[N/mm]</td>
<td>0.06</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Yield Strength</td>
<td>[N/mm²]</td>
<td>-</td>
<td>500</td>
<td>500</td>
<td></td>
</tr>
</tbody>
</table>

### 5.2 Modelling bond behaviour

Interaction between reinforcing steel and concrete is modelled using one dimensional 2-noded bar element, which can bear shear and compression force only. A weak contact layer of 1mm thick, modelled using hexahedral solid element, is introduced between steel and concrete. An idealized trilinear bond stress-slip curve is specified in this present numerical investigation (figure 2). The maximum bond strength of the elements ($\tau_{\text{max}}$) in the bonded zone and debonded zone are considered as 12 N/mm² and 0.1 N/mm², while the values of S1, S2 and S3 are 0.05mm, 1.5mm and 6 mm respectively.

![Idealized bond stress-slip relationship](image)

Fig. 2 a) Idealized bond stress-slip relationship used as constitutive law for 2-noded bar element. b) Test rebar showing bonded and debonded bar elements

Figure 3 displays the complete FE model along with restraints and the positions of test rebar stirrups and other longitudinal rebars within the specimen. The increase of surrounding air temperature of the concrete is defined by the ISO 834-1 fire curve: $T = T_0 + 345\log_{10}(8t+1)$. Where, $T$ is actual temperature in °C, $T_0$ is initial temperature (which is considered as 20°C) and $t$ is time in minutes.

In the present study, following fire durations are considered: no fire (reference case), 15 min, 30 min, 60 min and 90 min. First the air temperature is increased up to the desired fire duration as per ISO 834-116 fire scenario. Upon finishing the heating, the air temperature is linearly cooled down to room temperature (20°C) and it is kept constant thereafter for a certain duration to assure a constant temperature of 20°C throughout the specimen. In this present numerical investigation heating and cooling is applied employing time steps, i.e. temperature profile within the specimen changes with each time step. After the completion of heating and cooling process, the rebar was pulled out in displacement control. The upper surface of the specimen is constrained in its rear end perpendicular to the loading direction.
to prevent any kind of rotation or uplift. The front surface is constrained far from the test rebar towards loading direction to avoid sliding.

Fig. 3  FE model: a) Full model for one-sided heating scenario b) Full model for three-sided heating scenario c) ISO 834-1 fire scenario.

6  Experimental investigations

In this work, pull out tests in beam-end test specimens using unconfined test set-up are performed. Specimens are exposed into fire for a particular fire duration (such as 15, 30, 60 or 90 minutes) and allowed to cool down naturally to room temperature thereafter. Displacement control pull-out tests are performed on those cooled down specimens as well as reference specimens to understand the differences in bond strength-slip behaviour.

The average age of concrete at the time of testing was between 75 to 80 days at the time of fire tests. All contact surfaces are insulated using mineral wool. Thermocouples are used for each specimen to measure the temperatures inside the concrete surfaces. The heating was applied using oil burners. Furnace air temperature is measured and controlled by means of several sheath thermocouples.

The heating is applied according to ISO 834-1 fire scenario. Thereafter, the specimens are allowed to cool down naturally, inside the closed furnace.

6.1  Pull-out test

Fig. 4  a) beam-end specimens inside the furnace. b) pull-out test on beam-end specimen after fire

The test setup used to perform the pull-out tests is shown in Figure 4. The load, which is applied for every test is a displacement-controlled loading using a hydraulic cylinder. The applied load, the displacement of the bar (at the unloaded end) and the crack widths were measured and recorded continuously. LVDTs were used to measure crack widths and displacement of the rebar. All the restraints are provided significantly far from the bonded zone to avoid influence of it on the pull-out behaviour.

7  Outcome

The numerical results obtained from the present numerical simulations are in terms of applied load in the front of the test rebar with respect to the corresponding slip measured at the rear end of the test
rebar to eliminate the elastic elongation of it from the total displacement. The total applied load is converted to average bond stress over the entire bonded length considering the uniform bond stress approach:

\[ \tau_b = \frac{P}{(\pi d s \cdot l_b)} \]

where, \( P \) is the total applies load, \( d_s \) is the diameter of test rebar and \( l_b \) is the length of the bonded zone.

The results of the numerical investigations of the pull-out tests (unconfined setup) performed using beam-end test specimens (Specimen type A, B and C; Refer Table 1) for different fire exposure durations are plotted in figure 5. It is observed that all investigated specimens exhibited concrete splitting, whereby the bond capacity decreased with decreasing minimum concrete cover (\( c_{\text{min}} \)).

The comparison of the bond stress v/s rear end slip curve obtained from the pull-out tests performed on the residual specimens and the specimens exposed to 60 mins of fire are plotted in figure 5a. As the figure shows, both in ambient condition as well as post fire condition the bond stress-slip curve displays a typical splitting failure, having no plateau and steeper post-peak response contradictory to that of pull-out failure. Due to the reduced concrete cover towards the top of the specimen, the longitudinal splitting cracks reach the surface, implying a splitting failure. Therefore, full bond strength couldn’t be achieved.

![FE model](image)

**Fig. 5** FE model a) Comparison of bond stress-slip curves for the reference case and after 60 minutes of fire b) Percentage degradation of bond stress with different fire durations.

![Crack pattern](image)

**Fig. 6** Crack pattern for a specimen with 24 mm minimum concrete cover. a) Reference specimen b) Specimen subjected to 30 minutes of fire.

The relative residual bond stress of the specimens with different minimum concrete cover (\( c_{\text{min}} \)) for different fire exposure durations are plotted in fig. 5b. It can be noticed that, even in case of specimen with the highest concrete cover (specimen C with \( c_{\text{min}} = 56 \) mm), the residual bond strength only
after 15 min of fire is only approx. 65% of that under ambient condition. A gradual deduction of residual bond stress with the increment of fire exposure duration thereafter is also observed. This can be ascribed to ISO 834 -1 fire scenario which exhibits very high increase in temperature within a very short duration of fire exposure and much lower increase in later stage. Residual bond capacity is even lower for other specimen for the same fire exposure duration. As the conductivity of concrete is low, high heating rate leads to a very high temperature gradient between different layers of concrete. This immense temperature gradient enhances the thermally induced stresses inside the concrete layers leading to a several thermal cracks. Cooling process further aggravate the thermally induced damage. It can also be observed that slip corresponding to peak bond stress increases with increase fire exposure duration.

The crack pattern of a reference specimen and 30 mins fire exposed specimen with a minimum concrete cover \((c_{\text{min}})\) of 24 mm (specimen A) is depicted in figure. 6. A transverse crack at the end of the bonded zone can be noticed due to the tensile failure of concrete. A prominent longitudinal crack parallel to the test rebar can be observed thereafter. This can be attributed to the splitting failure of concrete cover prior to the pure bond pull-out failure limiting the usable bond strength. Very small concrete cover towards the top surface as compared to all other directions has provoked splitting cracks to propagate on top surface of the specimen.

8 Experimental validation

The results of the numerical simulations are validated with few experiments carried out on beam-end specimens. The validation is executed by comparing the load-slip curves, crack patterns, failure modes and temperature profiles with their respective experimental counterparts. Three tests are carried out for each type of specimen. The crack pattern obtained immediately after peak (numerically and experimentally) from the pull-out test of specimen A (min. concrete cover 24mm) exposed to 60 minutes of fire is outlined in fig. 7. It can be observed that similar to the FE model, the transverse tensile crack started to propagate from the end of the bonded zone owing to the growing longitudinal splitting cracks. It can be clearly observed that the crack pattern obtained numerically is in a very good agreement with its experimental counterpart. A very similar crack pattern is noticed for all other specimens subjected to different fire durations (15, 30, 90 minutes). The results of the load-slip curves and temperature profiles could not be shown here for brevity purpose.

Fig. 7 A comparison of the crack pattern between numerical simulation and experimental investigation of a specimen (min. clear cover 24 mm) subjected to 60 minutes of fire.

9 Summary

In this present study, numerical investigations are carried out using beam-end specimens following ISO 834-1 fire scenario. The objective of the study was to understand the effect of the concrete cover on the reduction of post fire bond capacity compared to that of the residual state.

It is very much interesting to note that all investigated cases even specimens which are not exposed to fire (ambient condition) exhibit a typical splitting failure. Due to the reduced concrete cover towards the top surface, the longitudinal splitting cracks reach that surface, implying a splitting failure prior to pull-out failure. Hence, the full bond strength cannot be exploited.

Fire has two step repercussion on concrete namely material degradation and degradation due to thermally induced stresses. It is quiet obvious that there will be a decrease in bond strength due to the degradation of material properties when a RC specimen undergoes fire. But it is observed from the
results that the residual bond strengths are adversely affected by fire loads and subsequent cooling (for example, about 40% after 15 minutes of fire exposure for a specimen with a concrete cover of 24 mm) even for a relatively short duration of fire exposure (15 minutes). This can not be justified only by the material degradation. Temperature gradient created between outer and inner layers of concrete while exposing to fire causes thermally induced damages in terms of thermal cracks. The cooling down of the specimens to room temperature further triggers these thermal cracks leading to a very severe degradation of bond strength.

It can also be noted from the results that the relative bond stress degradation is almost similar for all the investigated concrete minimum cover (cmin) to diameter of rebar ratios. This can also be ascribed to the effect of thermally induced cracking. As the thermal conductivity of concrete is very low, huge thermal gradient arises between concrete layers as mentioned earlier. Unlike steel, concrete cannot regain its strength after cooling.

It is necessary to consider both the aspects; failure mode as well as percentage degradation of bond capacity for the design of bond strength in case of a fire accident. The authors are currently pursuing a detailed experimental and numerical study to investigate these and further parameters.
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Abstract

Fair-faced concrete elements have become even more popular in architecture because of their pure aesthetics and favourable material properties. The european standards and guidelines are usually specifying four classes regarding to the surface quality. However, the standard assessment methodologies are based only on manual methods and they are very subjective in some cases. In order to increase the efficiency and accuracy of the evaluation a new methodology is proposed using digital image processing. In this paper the basis of the evaluation method made by using the Python 3.6 software is presented by focusing on the surface void ratio which is one of the most common surface defects of fair-faced concrete structures.

1 Introduction

Nowadays concrete is not only used because of its high load-bearing capacity and special cost/performance ratio, but also for its high surface quality and aesthetical appearance. The concrete and construction technology has improved rapidly, therefore special design and aesthetical requirements can be fulfilled easily. However, the assessment of the fair-faced concrete surfaces is usually based on references or on mainly subjective aspects. The European standards [1,2] and guidelines [3] define evaluation aspects and methodologies which are manual methods without exception. Therefore it is necessary to increase the efficiency of the evaluation process and exclude the human mistakes as far as possible. For that purpose the computer aided image processing method can be an effective solution, which has been already used in different engineering fields for decades. There are many methods [4,5,6] for automatic crack detection on concrete structures and some research works [7,8] have also been published with regard to the automatic evaluation of fair-faced concrete surfaces. However, a general method is not yet available for the purpose of assessing and classifying these surfaces by considering multiple aspects. In a previous study [9] a method for the evaluation of the surface void ratio was proposed by the authors. Results showed that the speed and accuracy of the assessment can be increased significantly using digital image processing techniques, therefore developing and extending this method to other aspects is preferable.

The aim of this research is to further develop and extend the program to recognize and identify as many surface defects as possible based on one photo in an efficient way. Therefore a new method was developed based on a background fitting with a two-variable cubic polynomial in order to define the differences between the original and the output image, which correspond with the different surface defects. In order to examine the accuracy of the method an experiment was carried out on the fair-faced concrete surfaces of the Széchenyi István University. (Fig. 1)
A total number of 40 images were examined by focusing on the surface void ratio. Analyzing the test results allows not only to examine the precision of the method but also to find important relationships between the surface irregularities and the construction method or the concrete technology.

2 Methodology

The sampling was made on the fair-faced concrete surfaces of Széchenyi István University in Győr using a digital camera of the type of Sony DSC-HX350. For the digital image processing the Python 3.6 software was used. Measuring markers were used on every photo for scaling the images. Two input datas are needed for the program. The first is the original photo (Fig. 2a) taken from the surface containing a measuring marker. The second is an image (Fig. 2b) containing manually selected regions of the original photo which are free from any surface defects. The other parts of the image are filled with any color in order to exclude those pixels during the image processing. The basis of the methodology is fitting a third order polynomial to the three channel (R,G,B) of the image containing the selected regions (Fig. 2b) using the least squares approximation. The result is the fitted image (Fig. 2c), which is a new version of the original image that is free from surface defects. The program calculates the accuracy of the fitting step as well. After the fitting step, a reference surface is cutted out from the images (Fig. 3a), whose size can be determined based on the standard. In this study a reference area of 50x50 cm is used based on the Hungarian standard.

Thereafter the differences between the original and the fitted image will be the basis for identifying the different surface defects. The discoloration, the pores and additional surface irregularities can be detected very well based on the difference image, as it can be seen in Fig. 3b.

Image segmentation method was used for separating the surface defects and the background. For that purpose the average value of the RGB components was calculated and compared with the RGB components of the original image. The allowed divergence from the average can be controlled by introducing a tolerance factor (TF). Therefore the image containing only the darker areas of the surface can be created by subtraction of the pixels below the average and the tolerance factor multiplied by the error of the fitting step. The image containing only the brighter areas can be created by summa-
rizing the previous values on each channel as well. The lower the tolerance factor is, the more precise the result is. (Fig. 4) The noise reduction was made by using a Gaussian blur with a kernel of 25x25 on the binary images.

For detecting and classifying the surface defects it is necessary to define the main characteristics of these irregularities. The evaluation aspects of the fair-faced concrete surfaces which can be examined by using digital image processing are the followings:

- surface void ratio
- honeycomb
- texture, panel joints
- color uniformity.

The following sections present the method of identifying some of these aspects and the results of an experiment with regard to the surface void ratio.

![Image of pixel comparisons](image_url)

**Fig. 4.** (a) pixels above the average (TF=3.0); (b) pixels below the average (TF=3.0); (c) pixels above the average (TF=6.0); (d) pixels below the average (TF=6.0).

### 2.1 Detection of surface defects

#### 2.1.1 Surface void ratio

For the image segmentation the FindContours function of the OpenCV library was used. The surface void ratio can be examined on the image containing the darker areas of the surface. The main characteristics of the pores were the allowable minimal and maximal diameter, the circularity and the solidity. The standards usually define the allowable diameters of the pores and the allowable surface void ratio in the test area. The diameter of the pores was calculated by defining the smallest enclosing circles of the detected contours. The limitation of the circularity and solidity was needed for separating the pores and other surface irregularities. The solidity of a shape is equal to the area of the contour area divided by the area of the smallest possible convex polygons that contain all of the points of the given contour. In this study the pores between 1 and 15 mm diameter were taken into account based on the Hungarian standard. The detected pores and the surface void ratio of the photo Fig. 3a can be seen in Fig. 5.
2.1.2 Honeycomb

The honeycomb can be observed in both of the above- and below-the average images because of the sharper edges and lighter intermediate parts of the irregularity. For that reason the two images were summarized at first and the contour finding function was run on the output image. The contour of the honeycomb is more accurate if the noise reduction was made on the summarized image. The main properties of the honeycomb are the large area (greater, than the pores’), low circularity and usually the concave contour. Based on the standards the honeycomb is unacceptable in the case of the highest surface tolerance class, but there is no quantitative limitation. As in previous investigation, the ratio between the area of the honeycomb and the reference surface can be calculated, which allows a more accurate evaluation of this phenomenon (Fig. 6).

2.1.3 Cement residue

The mortar leakage (cement residue) is unacceptable in the case of the highest surface tolerance class. This surface defect can be observed in the above-the average image and can be identified by the small area and usually low solidity (Fig. 7).
2.2 Experiments

During the experiments a total number of 40 photos were examined; 20 photos (P01-P20) from inside the Széchenyi István University and 20 photos (P21-P40) outside the University, from the car park. Based on the results the mean diameter and the standard deviation were calculated of each reference surface and the distribution of the pores was presented on diagrams. As can be seen in Fig. 8, it is a non-normal distribution in all cases. The curtosis of the histograms are positive in almost all cases, which means, that the distributions have a peak around the diameters 1 and 2 mm and tend to decline rapidly with increasing diameter of the pores. Furthermore, they are positively skewed distributions without exception, which means that the tail of the distribution is toward the high diameters indicating an excess of low numbers of pores.

![Fig. 7.](image-url)  
(a) Cement residue on the original image; (b) Detected contour

![Fig. 8.](image-url)  
Distribution of the pores

There is a difference between the distribution of the inside and outside surfaces. In the case of the outside surfaces, if the curtosis is relatively low, the distribution has a second frequent score around 5-6 mm. In these cases the standard deviation is even higher than in other cases. The mean diameter of the pores was 2.70 mm on inside surfaces and it was 2.97 mm on outside surfaces. As it can be seen in Fig. 9, the standard deviation is increasing with increasing mean diameter. Furthermore, a
strong decrease can be obtained in the curtosis with increasing mean diameter (Fig. 10). A clear relationship can be established between the skew and curtosis of the histograms, which means that the more the distribution is shifted to one site the more higher the peak is. (Fig. 11.) In Fig. 9-11. each point denotes one photo. The mean value of the skew is 2,04 on inside and 1,71 on outside surfaces, while the mean value of the curtosis is 2,98 and 1,61 on the two groups of test surfaces.

Based on these relationships of the datas it can be obtained that the pores were caused due to similar processes. The construction method and the applied form release agent was the same in the case of the inside and outside surfaces, while the applied formworks and concrete mixtures were different. It can be assumed that the second frequent score of the distribution about the diameter 5-6 mm was the result of these differences. Schubert et al. [10] proved, that the interaction between the formwork...
surface, the form release agent and the fresh concrete has a significant effect on the surface quality. Based on their experiments they developed a four-steps model for the pore formation with regard to this interaction. The characteristics of the formwork, like the moisture absorption, the number of use and the surface texture, and the properties of the concrete mixture influence greatly this interaction and consequently, the pore formation, even under the same procedure and weather conditions. The surface void ratio of six samples was examined using the standardized manual method as well. These results are in good agreement with the measurements of the program. The surface void ratio values of the program is an average of 8% higher than the manual results. The reason of the difference is the different precision of the evaluation processes, since in the manual method the human mistake can not be excluded.

3 Conclusion and further research objectives

Experiments have shown that using the digital image processing the evaluation and classification of the fair-faced concrete surfaces can be done automatically and with proper precision between the examined frameworks. This method requires only one photo of the surface containing a measuring marker. After creating an image containing manually selected regions of the surface which are free from any surface defects, the evaluation and standardized classification of the surfaces can be done automatically in a few seconds. Based on the results further examinations can be carried out in order to find relationship between the surface defects and the construction technology.

The method allows identifying further surface irregularities, like color uniformity, as it can be seen in Fig. 3b, where the darker and brighter areas can be detected easily. The color uniformity is one of the basic characteristics of fair-faced concrete surfaces. In the practice usually reference surfaces or reference gray levels are used for that purpose. However, the evaluation of the homogeneity of color tone is quite subjective and sometimes results in disagreement between the developer and the contractor. [7] Digital image processing might be an effective and objective solution for that purpose. Therefore the authors’ goal is to further develop the program with regard to this aspect. It requires determining objectively quantifiable criterias of the discoloration, with which its extent and degree can be obtained. In this case, the RGB color space applied hitherto should be replaced by the CIELAB color space, which was specially designed to encompass all colors the average human can see. It means that the same amount of numerical change in the L*a*b values corresponds to the same amount of visually perceived change. By using the difference image between the original and the fitted image the degree and direction of discoloration can be defined objectively.
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Abstract

Self-sensing concrete, also known as “Smart concrete”, is obtained by including electrically conductive fibers in cement-based materials. These fibers may allow to reduce electrical resistivity and develop a piezoresistive behaviour. Smart Concrete could therefore be simultaneously both a structural and a sensing material, which eliminates the need for external instrumentation in Structural Health Monitoring.

By increasing the fiber volume fraction within the cement matrix, the electrical resistivity (or impedance) of the material is reduced once percolation threshold is reached. Above this percolation threshold, the fiber content is high enough to allow conductive particles to be in contact or very close to each other, thus creating a continuous conductive network within the insulative matrix.

Sand’s presence was stated to have an influence on resistivity in case of fibred mortar: a high sand content may prevent the network of conductive fibers from percolating. This phenomenon is referred to as “double percolation”: the cement paste needs to be a continuous phase between sand aggregates in order to allow fibers to maintain their efficiency in reducing the electrical resistivity of composites.

However, little attention has been given to the impact of the size of sand grains on the electrical percolation. This work intends to study the effect of the grain size distribution and volume fraction of sand within mortars containing various fiber volume fractions. The results confirm the “double percolation” phenomena: when the volume fraction of sand is close to its maximum packing density, the addition of fibres was not as effective in reducing the electrical impedance of mortar samples. In addition, sand’s grain size distribution proved an influence on impedance of mortar: fine sand showed higher impedance compared to standard sand, especially in case of high sand volume fraction. This could be related to the smaller maximum packing density in case of fine sand, where distance between particles would be in average reduced. This effect, combined with the higher number of insulative particles, could probably disrupt the continuity of the conductive network of fibres within mortar.

KEY WORDS: mortar, carbon fibers, electrical properties

1 Introduction

Self-sensing mortar, developed by adding electrically conductive fibers to ordinary cementitious matrix, is an innovative construction material able to detect a stress or deformation in the material due to a mechanical or thermal action. Above the percolation threshold, conductive fibers are able to create conductive paths inside the insulative cementitious matrix, thus reducing its resistivity [1]. Starting even from very low fiber volume fraction, fibred mortar develops a piezoresistive behaviour, where strains caused by external solicitations may be monitored through the exploitation of their relationship with the electrical resistivity [2] [3] of the material. Potential applications of monitoring include the detection of actions such as mechanical loads in compression [4] or tension [5], or thermal variations [6], electromagnetic shielding and pavement’s heating have also been under investigation [7][8].

The relation between hydrating cement systems and AC impedance in absence of fibers was well studied previously [9]. The efficiency of conductive fibers as “doping agent” depends on fiber’s volume fraction (FVF) [1]. The evolution of mortar’s impedance (impedance is the ratio of applied voltage on the specimen to the current flowing through it in case of AC measurements) function of FVF consists in three main phases: an insulation zone, a percolation transition zone and a conductive zone. In the insulative zone, ie where fiber concentration is below the percolation threshold, the electrical current...
cannot flow continuously within the fiber exclusively, and still have to go through the insulative matrix; therefore, the reduction of the resistivity of the material is not very significant yet. A strong transition zone is observed around the percolation threshold, when continuous conductive paths start to be established within the matrix, and most of the electrical current may be able to flow through this network. Therefore, the resistivity is being reduced drastically. Above the percolation threshold, increasing the content of fibers may still improve the density and connectivity of the conductive paths within the fiber network, but its beneficial effect on electrical resistivity may not be significant [10].

Various studies have treated the percolation of fiber-shaped inclusions within a homogeneous matrix medium. Balberg [11] proposed a model to estimate percolation threshold for thin spheroids depending on the complexion of their morphology. Celzard [12] developed it to be applied on thin fibers with high aspect ratio. Berhan [13] estimated percolation thresholds for high aspect ratio fibers considering two different possible approaches for fiber’s percolation inside a hosting environment. Those studies could be applied to fiber’s percolation in cement paste, considering cementitious matrix as a homogeneous phase. In case of mortar, the fibers are not able to penetrate insulative sand particles, and these theoretical approaches may not be valid.

In mortar, the connectivity of cement paste within sand particles has been reported to be a necessary condition for the percolation of fibers at low volume fractions [14]. This criterion is referred to as “double percolation”. Garboczi et al. [15] has estimated in 1995 the connected fraction of sand’s interfacial transition zone function of its volume fraction. The study showed that the phase surrounding sand particles starts to be connected around 33% and total percolation is reached around 50-55%. Baeza et al. [16] stated that in case of concrete, a multiscale “triple percolation” is necessary to allow the percolation of the fibers: within concrete matrix, mortar could be able to percolate through coarse aggregates, in combination of cement paste percolating through fine sand aggregates within the mortar phase.

While the effect of sand content on the resistivity of carbon fibred mortars has been treated in various works [14][16][17], there seems to be little information on the effect of its grain size distribution within the literature. This study intends to provide a contribution on the effect of sand grain size distribution and volume fraction on the electrical impedance of mortars containing carbon fibres. This study would provide, using AC impedance measurements, a better understanding of the interaction between sand grain size and volume fraction from one side, with the possibility of carbon fibers to create conductive paths through it.

It compares mortars produced with a Standard sand (well distributed sand) (diameter between 0 and 2 mm) and a finer grain size fraction of the same sand (diameter between 0 and 0.5 mm) with four sand volume fractions: 0, 15, 40 and 50%. Different sand volume fractions cover the various sand structure connectivity status. Real and imaginary impedances would be illustrated, permitting the assessment of the several interactions in the composite.

2 Materials and experimental setup

Carbon fibers present a length of 6 mm and a diameter of 7 µm. Fibers surface is virgin from treatments. The cement matrix is made of: Cement CALCIA CEMI 52.5 R, Water-to-cement ratio (W/C) =0.4. Superplasticizer BASF MasterGlenium ACE 550 was increased proportionally to fiber’s volume fraction to ensure workability, not exceeding 4% of cement weight to avoid bleeding effect. Two sand granulometries tested are illustrated in the figure below.

The standard sand (well distributed 0/2mm sand) is normalised in accordance with EN 196-1. The fine sand was obtained by taking the fraction 0/0.5mm of the standard sand, meaning that both sands have the same nature. The importance of 0/0.5 mm sand in this study is to physically provide a better understanding of changing grain size distribution on the efficiency of conductive fibers.
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Fig 1: Grain size distribution of two used sands

Sand’s volume fraction varies between 0%, 15%, 40% and 50% for both sands. For each of them, 6 carbon fiber contents ranging from 0 to 0.6 % of total volume. This range permits to have a reference mortar (0% fibers), low fibred mortars (0.1% & 0.2%) and High fibred mortar (0.3%, 0.4% & 0.6 %).

A Perrier mixer with 140 rpm was used to mix the components respecting the following procedure: 1 min mix for cement, carbon fibers with sand particles, after water was added with superplasticizer and all the components are mixed for other 2 minutes [18]. Mortar was then poured in a steel mold of 3 samples of 4 X4 X 16 cm. Samples were demolded after 24h then emerged in water for 28 days. They were then kept in stable conditions (20 °C, 50 % RH) for 120 days before measuring their AC impedance. Electrodes were made of copper plates with nickel conductive spray installed on the edges of the samples. AC impedance at 1 KHz was measured using a Hioki impedance analyzer IM3750 [], under a voltage of 0.1 V.

3 Results

Response of fibred cement paste and fibred mortar with different volume fraction of standard sand is illustrated in Fig 2. Real and imaginary impedances at 1 KHz are shown function of fiber’s volume fraction. Due to the very high aspect ratio of carbon fibers, the percolation threshold in cement paste is very low and the typical insulative zone below percolation threshold does not show on the graph. The percolating transition zone shows a decrease of real impedance from 10E4 at 0% FVF to 10E1 Ω at 0.2% FVF. The conductive zone shows a slight decrease of real impedance from 10E1 at 0.2% FVF to 5 Ω. Capacitance decreased from 5*10E3 Ω to 0.03 Ω at 0.6 %. The very low value of capacitance above 0.2 % FVF are typical of an almost ideal resistive type behavior.

In presence of a EN 196-1 standard sand volume fraction (SVF) of 15%, real and imaginary impedances were almost identical to the ones of cement paste. With a 40% SVF, sand seemed to reduce the apparent percolation threshold of carbon fibers, with real impedance values of mortar lower than in cement paste below a FVF of 0.3 %. Beyond that point, real and imaginary impedance seemed to remain constant when the FVF was increased from 0.3 to 0.6% surpassing slightly cement paste impedance beyond 0.3% FVF. With a 50% SVF of standard sand, the real and imaginary impedance were higher than for cement paste or mortars with lower sand contents, regardless of the FVF, but followed a similar trend than previously described, with a significant decrease when the FVF was increased from 0 to 0.2 % FVF, while it remained almost constant with FVF ranging from 0.2 to 0.6%

Real and imaginary impedance of mortar with fine sand measured at 1 KHz are illustrated in Fig 3. Presence of 15% of fine sand volume fraction did not seem to have any significant effect on impedance for all the range of fiber volume fraction. With 40% of fine sand volume fraction, real and imaginary were higher than for cement paste and mortar with a 15% SVF, especially with FVF above 0.3 %, when the SVF of fine sand was 50% of fine sand in mortar, real and imaginary impedance decreased slowly with increasing FVF, with a continuous decrease up to a 0.6% FVF. The real impedance decreased from 10E5 to 10E3 Ω, while the imaginary impedance decreased from 10E4 to 10E1 Ω. In comparison, for the highest FVF of 0.6%, the real and imaginary impedances of cement paste reached values of 10E1 and 10E-1 Ω.
Fig 2: Electrical impedance at 1 KHz function of fiber’s volume fraction for different normalized sand volume (a) real part (b) imaginary part

Fig 3: Electrical impedance at 1 KHz function of fiber’s volume fraction for different fine sand volume (left) real part (right) imaginary part

Fig 4. shows real and imaginary impedances of standard sand and fine sand mortars for a given FVF. For all FVF, the real and imaginary impedance of mortars with standard sand were decreasing when the SVF was increased to 15 and 40%, then increasing when the SVF reached 50%. For mortars containing fine sand the real and imaginary parts of impedance increased with an increasing SVF, regardless of the FVF. This increase, however, showed two clear phases, since it was way more significant when the SVF was increased from 40 to 50% than from 0 to 40%.

With 15% (theoritically diluted sand particles), results for both sands are in the same order of magnitude of cement paste as mentioned above. The deviation between mortars impedance with different sands is seen more clearly with 40% of sand volume fraction (theoretically sand volume is partially connected), where especially at low fiber volume fraction, standard sand seems to reduce mortar’s impedance; on the other hand, fine sand tends to increase this apparent impedance, the gap is considerable between both sands at low FVF (< 0.2%).
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Fig 4: Electrical impedance at 1 KHz function of sand’s volume fraction for well distributed sand and fine sand
4 Discussion

Equations developed in previous studies to estimate percolation threshold base their estimations on fibers morphology [11]. In the case of carbon fibers with a diameter of 7 µm and a length of 6 mm randomly dispersed in a homogeneous matrix, the percolation threshold would be approximatively of 0.14 % according to Celzard [12], and around 0.08% according to Helsing [19]. For cement paste, indeed, those estimations seemed to be relevant since percolation threshold was reached around 0.1 and 0.2% of FVF.

It is however crucial to note that for a given FVF, the relative volume fraction of carbon fibers within cement paste is higher in a mortar than in cement paste. For instance, with a 40% SVF and a 0.2% FVF, the actual volumic proportion of carbon fibers within cement paste would be 0.2/0.6 = 0.33%. As a matter of fact, for standard sand, the electrical impedance of mortar with a 40% SVF are lower than for cement paste when the FVF is below 0.33 %. In other words, sand aggregates do not allow carbon fibers to penetrate them and promote the percolation of fibers within cement paste, thus having a beneficial effect on the conductivity of the phase of fibred cement paste within the mortar material. Therefore, the overall electrical impedance of mortar samples was indeed lower than cement paste when the FVF was around the percolation threshold. At higher FVF, however, the insulative nature of the sand aggregates showed a slightly detrimental effect on the overall electrical impedance of the mortar samples.

With fine sand, the presence of sand aggregates did not seem to present any beneficial effect on the electrical impedance of mortars, thus showing that even if the relative volumic proportion of fibres in cement paste was higher, their percolation was not enhanced by the presence of sand at SVF of 15 and 40%.

The results were in clear accordance with the double percolation theory [14], since the only mortar matrices that seemed to hinder the effect of the FVF on the electrical impedance were the ones with the highest SVF of 50 %. This was clear for both standard and fine sand, the latter showing significantly higher values of impedance. Those observations are persistent with previous studies [15][20] stating that the double percolation may not be ensured when the SVF is above the range of 40-50% and sand aggregates might start to be in contact of each other, thus causing discontinuities within the conductive phase of fibred cement paste.

Presence of high standard sand volume fraction limited fibred mortar from reaching low values of impedance, values that were reached with cement paste and mortar with sand volume fraction lower than cement matrix percolation threshold. On the other hand, the effect of high fine sand volume was more radical on continuity of fibers conductive paths, where impedance persisted at high values even with fiber volume fractions that were efficient to reduce drastically impedance of cement paste.

Electrical impedance seemed to be significantly influenced by the grain size distribution as shown in the results above. Reducing grain size interval to finer sand with high volume fraction increased the electrical impedance and slowed percolation phenomenon. Maximum packing density of sand’s arrangement inside the mortar could represent one of the key parameters. Experimentally, maximum packing density for both standard (between 0 and 2 mm) and fine sand (between 0 and 0.5 mm) were determined experimentally equal to \( \Phi_1 = 64\% \) and \( \Phi_2 = 54\% \) respectively. Mean diameters of both sands were calculated based on grain size distribution showed in figure 1 equal to \( d_1 = 744 \mu m \) and \( d_2 = 232 \mu m \) respectively. Spacing \( s \) between particles is calculated based on the assumption that for dense sand presence [21]:

\[
\varphi = \frac{d^3}{(s + d)^3}
\]  
(1)

Knowing that for \( s = 0, \varphi = \varphi_c \), mean spacing between sand grains is estimated using Eq. 2:

\[
\frac{\varphi}{\varphi_c} = \frac{1}{(1 + s/d)^3}
\]  
(2)
Reducing sand’s distribution interval minimises its maximum packing density. This effect, combined with the smaller diameter of sand particles, reduces the mean paste width between sand particles according to eq (2) and as shown in Fig 5. The reduction of mean distance between particles to small values of few µm, in case of dense fine sand, would reflect a heavier presence of sand spacing width equal or smaller than fibers diameter. This effect combined with the increase in particles number (in case of fine sand), would multiply the narrow spacings between sand particles. Therefore, having negative effect on the continuity of fibred cement paste phase. This effect of hindering the continuity of the conductive phase, more pronounced in case of fine sand, would increase the impedance value of mortart in case of high sand volume fraction. In such case, the presence of sand is expected to have a detrimental effect on the homogeneity of fiber dispersion within the cement paste phase by creating a strong disparity in the local volumetric concentration of fibers within cement paste.

Further publications will be focused on showing the Nyquist plots of mortar with different sand volume fraction and different grain size distribution, and their sensing behavior under mechanical loads.

5 Conclusion

Fibers prove efficiency as doping agents to reduce resistivity by a factor of 10E4 when the double percolation is ensured (percolation of fibers within cement paste and percolation of cement paste within mortar) in presence of enough conductive volume fraction to create conductive paths inside mortar. Percolation threshold of carbon fibers within a homogeneous matrix was estimated between 0.1 and 0.2% by percolation theories [12][19] and were in accordance with experimental results with cement paste.

Fibers efficiency was confirmed to depend on hosting matrix. Increasing sand’s volume fraction proved significant influence on fibers percolation. This influence depended on the grain size distribution of sand, as well as its volume fraction. For SVF up to 40%, the standard sand had a beneficial effect on the electrical impedance at FVF below 0.3%, and a very slight detrimental effect for FVF above 0.3%. For fine sand, no beneficial effect of sand aggregates on the impedance was observed. For both sands, the impedance of mortars with a 50% SVF was way higher than for cement paste, thus confirming the relevance of the double percolation theory [14].

The effect of grain size distribution of sand was illustrated. Finer sand proved higher impedance, i.e., less continuous conductive paths compared to cement paste, causing a slow decrease in resistivity function of carbon fibers. This could be related to its arrangement closer to monodisperse, reducing maximum packing density, and consequently for a given sand volume fraction, decreases mean spacing between sand particles. This effect, combined with the higher number of sand particles, could potentially cause more considerable discontinuities in fibred cement paste and consequently higher impedance values. The sand aggregates might have a negative effect on the dispersion of fibers within cement paste.
paste phase, as well as creating insulative blocking points within the network of fibres, therefore mitigating the expected beneficial effect of the percolation of fibers on impedance reduction.

Further work is needed to study sand’s effect on fibers tortuosity, that could have significant effects as well, especially with high aspect ratio fibers as well as a better understanding of effect of fine sand effect on porosity of cementitious matrix.
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Abstract

The test of transmission length for a prestressing cable in case of loss of its mechanical anchorage is presented in the paper. In order to determine the work of the prestressing cable in the case of anchorage failure, a controlled cut-off of the prestressing cable located in the upper flange of the member was conducted. The test was carried out on the precast post-tensioned concrete crane beam that was operated for over 50 years. During the test, the strain variation was recorded using four methods: electrofusion strain gauges, DIC, DOFS, and High-frequency DOFS. The test results indicate that after losing the cable anchorage, the prestressing force is transmitted through the bond of the prestressing wires to the cement grout, providing that the injection was done properly and the prestressing wires are tightly wrapped. The article also highlights the problem of the partial filling of the cable ducts.

1 Definition of the research problem

Plenty of post-tensioned concrete structures which were erected throughout Europe in the mid-20th century are still in operation. It is estimated, that currently there are about 100,000 precast post-tensioned concrete elements built into building structures in Poland. Figure 1 illustrates a track for the overhead cranes made of post-tensioned beams – one example of the precast post-tensioned structures that are still frequently used.

Such structures have been reaching the period of their designed durability or they have exceeded it, hence the question on durability and safety of such structures is still being asked and actual. One of the most important issues in the assessment of existing post-tensioned concrete structures is how to determine safety of the structure in the situation of loss of tendons’ mechanical anchorage (due to corrosion or mechanical damage of the uncovered anchorage).

Fig. 1 Post-tensioned beam track for the overhead cranes inside the industrial plant (left) and external post-tensioned beam track for the overhead cranes (right).

It is assumed that, when the cables are properly injected with cement grout, after the loss of the mechanical anchorage, the prestressing force will be bond transmitted over a certain transmission length. Destructive experiments of post-tensioned, precast crane beams were conducted by Derkowski and Walczak [1], but their results are not sufficient to accurately assess the technical condition of precast
post-tensioned elements after their designed period of use. It seems necessary to broaden the knowledge and create the tools which are needed to determine the actual safety of structures which are exposed to the loss of prestressing cable anchors. Research on the transmission length for Freyssinet type prestressing cables, commonly used in the 1960s and 1970s, consisting of a parallel smooth wires, have probably not been conducted in any scientific centre in the world so far.

The previous researches of post-tensioned structures [2] have shown that cable ducts are relatively often only partially filled with injection grout. This may be caused for example by leaks between the cable duct and anchoring, poor consistency of the grout, sedimentation of the injection grout or improper ventilation of the duct [3]. This situation not only causes the corrosion hazard of unprotected fragments of prestressing tendons, but also makes the cables work as unbounded tendons.

2 Experimental test

The subject of the experimental tests are prestressed concrete crane beams disassembled after more than fifty years of being used in an industrial plant with favourable environmental conditions (low chemical aggressiveness, low humidity). During their service life, they served as a track for overhead cranes with a lifting capacity of 12.5 tons. These are typical I-section prefabricated post-tensioned concrete crane beams, with the height of 800 mm and modular span of 6.0 m. Each beam is prestressed with five bonded cables. The prestressing cables are anchored in steel cone anchorages with block dimensions of 100x100 mm. The cross-section and the view of the beam with cable anchorages are demonstrated in Fig. 2. In the test beams, the anchorages of prestressing cables have never been protected against corrosion. The anchor blocks and protruding ends of the prestressing wires are covered with corrosive coating, however no significant corrosion damage has been observed. According to the catalogue of Typical Projects of Industrial Construction [4], the beams correspond to the KBP 80/6 type with the I-st variant of prestressing reinforcement, which provides for one upper and four lower prestressing cables (see Fig. 2). The design assumes prestressing with rectilinear 12Ø5 mm cables of II-nd grade steel with a nominal strength of 15,000 at, which after conversion to SI units yields the value of 1,471 MPa.

![Anchorage to cut off](image)

The aim of the test was to measure the transmission length for the prestressing cable made of parallel smooth wires in the cable duct injected with cement grout at the situation of cutting off the cable anchorage. The cut off was performed by a circular saw (Fig. 4 left), which caused a gradual release of the tension of individual wires of the cable.

During the cutting off the upper prestressing cable’s anchorage, the changes of the concrete strain at the prestressing cable area were measured. Data acquisition with four measuring systems were applied: strain gauge system, digital image correlation method (DIC), static distributed optic fiber sensing (DOFS) and high-frequency distributed optic fiber sensing (High-frequency DOFS). Fig. 3 shows schematically the tested element and the arrangement of measuring sensors.
During the research, two DFOS measuring approaches based on Rayleigh scattering were introduced: dedicated for static measurements using optical backscatter reflectometer OBR and high-frequency measurements using optical interrogator (see Fig. 4 right). Standard telecom fibre SM9/125 in its primary acrylic coating was selected, as it is the most relevant for short-term surface measurements. The optical fibres were primary shaped and stabilise by a tape and then glued with two-component epoxy resin (structural adhesive). Five measuring fibers were finally installed, four for static measurements and one for high-frequency. Static DOFS are increasingly used for strain and crack analysis of concrete members [5] however, the High-frequency DOFS technology was used to measure the strain of the structural element for the first time ever in Poland.

Moreover above the beam’s top surface, the camera was instaled in order to take pictures for digital image correlation (DIC) method application.

Also, an additional measuring technique was applied in the form of conventional electrofusion spot strain gauges with the base of 60 mm, arranged in series over the side surfaces. Selection of the side surface rather than the top surface was determined not to cover the DIC measured top surface.
addition to check if the location of the sensors can influence the final determination of the transmission length.

Vary of measuring methods were assumed to verify results since this was a preliminary test such type. As well as to choose the most advantageous measurement methods for further research. After the test, a top cable duct was opened halfway along the length of the beam to verify the filling with cement grout and a cross-section was cut out of the tested beam.

3 Results of the experiment

After cutting off the anchorage, incomplete filling of the cable duct was observed (Fig. 5 left). The opening of the cable duct (Fig. 5 right) showed that along the whole length of the cable the injection did not fully fill the duct. In the first 0.3 m from the anchorage, the four upper prestressing wires were not covered with grout (see Fig. 5 left). At a distance of 1.4 m from the anchorage, two wires remained uncovered (see Fig. 5 right), while one prestressing wire remained uncovered on the rest of the beam. Observations of the cross-section cut out of the tested element (Fig. 6) showed that the problem of incomplete infectivity occurs in all of the cable ducts.

Fig. 5 Front view of prestressing cable (left) and opened cable duct view (right).

Fig. 6 Unproperly filled lower cable ducts on cut out cross-section of the tested beam.

Fig. 7 illustrates the longitudinal strain variation recorded by the static DOFS measurement by all 3 longitudinal optical fibre ducts (6 fibre lines - 3 measurements on each line + reference zero measurements). Based on the distribution of fibre optical sensors on the beam surface, it was also possible to create a map of longitudinal strain variations which is demonstrated in Fig. 8.
Fig. 7  Graphs of longitudinal strain changes along the length of optical fibre sensors (all optical fibre ducts). Static DOFS measurements.

Fig. 8  Map of longitudinal strain variations. Static DOFS measurements.
High-frequency DOFS and Strain Gauge System recorded the change of concrete strain not only along the element also in the time domain as well. Fig. 9 shows the variation in time of the increment of longitudinal strains obtained by High-frequency DOFS and by electrofusion strain gauges. The values of strain variations were presented for representative measuring points, for the optical fibre at a distance of 100 mm and for the strain gauge at a distance of 190 mm from the beam face. The abscissa represents the time of the test in seconds, while the ordinate represents the increment of strains in micro-deformations.

![Graph showing strain variation](image)

**Fig. 9** Comparison of longitudinal strain variation during the test for electrofusion strain gauges and High-frequency DOFS measurements.

The graph illustrates the gradual increments of strain. Six strain increments can be distinguished and each increment is observed when a given batch of wires is cut through. The graphs representing that both measurement methods are consistent, and the stepped strain increments overlap in time (the value of the step no. 5 recorded with a strain gauge was 8 µε and it is hardly visible on this scale of the graph). The maximum longitudinal strain variation total 122 µε (High-frequency DOFS) and 47 µε (Strain Gauge System). The value of strain variation recorded by strain gauges is much smaller than the one recorded by optical fibre measurements, which is a consequence of the different location of the strain gauges, glued at the connection with the web (125 mm from the cable axis).

Difficult test conditions resulted in the inability to record a relatively small strain variation that occurred at the surface of the tested member by using the DIC method. This was associated with the large area being observed, so the size of a single-pixel in the image was relatively large. Another difficulty was the presence of splashing water while cutting the anchorage off. Water changes the texture and shape of the measurement markers during the cut-off, and as a result, interfere with the test results.

The strain variation maps obtained by the DIC method have only revealed the background noise, and therefore the decision was made that DIC measurements will not be used in the further tests of transmission length.

### 4 Results summary

Fig. 10 shows the concrete strain changes recorded with optic fiber sensors - static measurement of longitudinal deformations along the fiber length, static measurement of transverse deformations presented along the tested element and high-frequency measurement of longitudinal deformations along the fiber length. The diagrams also present the changes of longitudinal deformations along the tested element obtained from strain gauge measurements. The graph has been completed with the reference zero measurement (made before cutting off the anchorage).
The results of the test which contains the transmission length, maximum longitudinal strain and maximum transverse strain obtained during the test with each measurement method are summarised in the Table 1. Positive strain values (+) represent the tension resulting from loss of prestressing force over transmission length of the cable, while negative values (-) represent compression. The approximate transmission length is arbitrarily considered to be the distance from the front of the element on which the increase of concrete strain disappears asymptotically.

Table 1  Summary of the test results.

<table>
<thead>
<tr>
<th>Measurement method</th>
<th>Transmission length [m]</th>
<th>Maximum longitudinal strain [µε]</th>
<th>Maximum transverse strain [µε]</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFOS</td>
<td>~ 1.1 m longitudinal</td>
<td>125</td>
<td>- 45</td>
<td>Nearest sensor 54 mm to the cable axis</td>
</tr>
<tr>
<td></td>
<td>~ 1.2 m transverse</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High-frequency DFOS</td>
<td>~ 1.1 m</td>
<td>122</td>
<td>-</td>
<td>Sensor 50 mm directly above the cable axis</td>
</tr>
<tr>
<td>Strain Gauge System</td>
<td>~ 1.2 m</td>
<td>47</td>
<td>-</td>
<td>Strain gauges 125 mm from the cable axis</td>
</tr>
<tr>
<td>DIC</td>
<td>n\d</td>
<td>n\d</td>
<td>n\d</td>
<td>No results acquired</td>
</tr>
</tbody>
</table>

The accuracy of transmission length estimation depends on the spatial resolution. In case of longitudinal, both static and high-frequency DFOS measurements, it is greater than 10 mm. However, for static DFOS in transverse direction the accuracy is about 300 mm and for spot strain gauges is about 100 mm.
5 Conclusions

The graphs of strain changes recorded on the length and width of the beam show their clear asymptotic disappearance. In the analysis of the results of the test it was assumed that the maximum distance at which changes in longitudinal and transverse deformations were recorded can be considered as the transmission length of the cable. However, it should be noted that the loss of mechanical anchorage of the prestressing wires, that were not covered with injection grout, causes a constant change of strain along the whole element. In this case, the prestressing force resulting from the tension of the uncovered wires is completely lost. The transmission length for the tested beam was determined on the basis of the experiment results. Each measuring method indicates very similar results and transmission length is about 1.1 - 1.2 m.

The presented test has shown that the measurements conducted with the distributed optic fibers enable to precisely determine the transmission length of the prestressing force. In the case of using High-frequency DOFS, it also gives the opportunity of a precise analysis continuous in length and time. Furthermore, it is possible to analyse the action of the element in case of rupture the individual wires in the cable and gradually transmitted prestressing force.
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Abstract
Numerical models of corroded reinforced concrete beams are often based on damage relations. The choice of relations and modelling approaches have varied in the literature. Therefore, the paper explains the choice of a proper set of damage relations and validates the approach on the results of three-point bending tests in terms of load-displacement relations, crack patterns and failure mode. The damage to the reinforcement is input as average and variable cross-section loss which is coupled by a model to reduce its material properties. The bond loss is based on calibrated multi-linear curves from pull-out tests done in the framework of the same project. The results show that reducing the steel material properties is important while both the average and the variable section loss yield good predictions for the considered corrosion range. Incorporating the suggested bond-slip law in the corroded beam model affects the cracking pattern, however, no full agreement between numerical and experimental crack patterns was obtained.

1 Introduction

Many existing reinforced concrete (RC) structures suffer from chloride-induced corrosion damage. Due to rust formation, excessive cracking and spalling, they pose serviceability and safety concerns. Besides the level of damage determined by inspection, predicting the residual structural capacity can be helpful for the process of decision making with regards to renovation and lifetime extension of existing structures. Therefore, numerical modelling becomes an essential tool.

Many attempts were made to model the mechanical behaviour of corroded reinforced concrete beams. These models were based on the reduction of section and material properties using damage relations. Steel section loss is modelled using a pitting factor which varies between 2 and 10 [1], spherical pit models were also used [2] and most authors opted for total average cross-section loss without taking into account the variation of the corrosion damage. Moreover, steel material properties were altered in addition to section loss [3]. Cover cracking has been modelled as a reduction to the concrete tensile and compressive strength [4, 5]. Furthermore, as bond degradation causes a shift in failure mode, it was suggested to model it using a power decay law based on pull-out tests [6], scaling the fib bond-slip law [7] or shifting the curve as a function of the corrosion level [8]. The variety of the empirical damage relations is a result of the different experimental conditions upon which they were calibrated. This makes it challenging to choose the relation that would simulate the corroded beam under certain conditions. The literature also shows different modelling methods. For example, beams of Rodriguez et al. [9] were modelled differently by different authors [7, 10] who applied modifications according to different damage relations. Therefore, there is a need to obtain an understanding of the effect of different modelling approaches so that the choice of damage relation can be made in an informed manner.

In this paper, firstly, the experimental test program and results are presented of accelerated corrosion and bending tests performed by the authors. The availability of detailed test data regarding material properties, cracking and corrosion measurements offer an enhanced method of validating the numerical models. Secondly, the developed numerical model is presented. The model takes into account both average and variable cross-section loss as opposed to the literature, where only the average section loss is investigated. This aims to investigate the importance of taking the spatial variation of corrosion damage into account. Furthermore, a corrosion-dependent bond-slip law is implemented. The empirical relation is based on the results of pull-out tests from a related experimental campaign [11] at KU Leuven. Finally, numerical predictions are compared with experimental data in terms of load-deflection
curves and cracking patterns as obtained from LVDT's and digital image correlation (DIC), respectively.

2 Overview of the experiments

The experimental program consisted of accelerated corrosion followed by three-point bending tests on singly reinforced concrete beams. They were reinforced with one ribbed rebar of diameter 14 mm and no stirrups were used. The beam section has a dimension of 150x200 mm and a length of 1.8 m. Nine beams were tested in total. Three were non-corroded while the others were subjected to accelerated corrosion, in pairs, up to 5%, 10% and 15% of mass loss. Finally, naming the beams is done by using three characters, for example: 10R1, where the first number indicates the corrosion level, the letter indicates the type of rebar (Ribbed), and the final number indicates the sample number (one pair per batch).

2.1 Material properties

Each pair of beams was produced from the same concrete mix along with cubes and prisms that were tested at 28 days. Three additional cubes were made for the batches of corroded beams which were tested after the corrosion process (on the day of the bending test). The corrosion process of 10R1 and 10R2 was started a month apart; therefore nine additional cubes were made for this batch. Fig. 1 shows the variation of the compressive strength which also shows that it increases after 28 days. The average flexural strength varies between 4 MPa and 5.4 MPa. Finally, the applied steel grade for the rebar is BE500, with an average yield strength of $f_{ym}=550$ MPa.

2.2 Corrosion experiment

The beams were subjected to an accelerated corrosion process by placing them upside-down and using a bottomless tank placed on top and filled with 5% NaCl solution [Fig. 2]. A metal plate was immersed in the solution, which acted as the cathode. Both the steel rebar and the plate were connected to a power supply which provided a current density of 100 $\mu$A/cm$^2$. Only 1.5 m of the length of the rebar was exposed to the salt solution while the rest was coated with an anti-rust primer. Even though the salt contamination was uniform, cutting the rebar into pieces of 20 cm showed variation in the cross-section loss, see Fig 3.

![Fig. 1 The average compressive strength of three cubes (left) and the average flexural strength of three prisms (right).](image)

![Fig. 2 Corrosion set-up.](image)
After the target corrosion level was reached, the beams were subjected to a three-point bending test. During the test, the deflection of the beams was recorded using two LVDT’s at mid-span, placed opposite to each other, while the load applied was recorded using a load cell of 500 kN. The load was introduced at a load rate of 0.03 kN/s by means of a rectangular steel plate of 3 cm thickness and 15 cm x 7 cm contact surface placed at mid-span. Additionally, digital image correlation (DIC) was used to monitor the evolution of the bending cracks over an area of 90x20 cm. The load-deflection results are presented in [Fig. 4] which clearly show a reduction in the bending capacity upon an increase of the corrosion level. The cracking patterns, obtained from DIC [Fig. 4 right], show that the non-corroded samples developed closely spaced flexural cracks while those corroded developed a less number of cracks (2 or 3) which have wider spacing [Fig. 4-6]. These cracks propagated in an inclined manner and splitting cracks formed along the level of the rebar. The splitting cracks were more developed in the case of 5R1, 10R1 and 10R2 while 15R1 and 15R2 had limited propagation of the inclined cracks but developed wider vertical cracks.

Fig. 4 [Left] Load deflection curves for the beams. [Right] DIC strain images of 0R2 (top) and 0R3 (bottom).

Fig. 5 Picture of cracks developed in the case of 5R1 (left) and 5R2 (right).
3 Numerical modelling of non-corroded beams

The finite element (FE) model is developed in the FE software DIANA. The model is built in 2D using 8-node plane-stress quadrilateral elements with a mesh size of 10 mm. A small load plate, as well as support plates, are modelled with elastic steel properties to simulate the loading and support conditions and prevent local stress concentrations. Moreover, a small region below the load plate is modelled using elastic concrete properties to prevent early prediction of concrete crushing.

3.1 Model parameters and settings

The concrete is modelled with tension softening according to Hordijk and parabolic softening in compression. The compressive strength is taken to be the average cylindrical strength calculated from the obtained cube strength while the lower bound characteristic uni-axial tensile strength is used, which is obtained from the flexural tests on prisms. The steel reinforcement was modelled as a bond-slip truss element with a bi-axial hardening curve. The yield strength is considered to be the average value of BE500 ($f_{ym}=550$ MPa) while the ultimate strength is taken as 25% higher ($f_{um}=688$ MPa). The bond-slip curve is defined as a multi-linear curve, based on average results of pull-out tests on non-corroded samples [Fig. 8]. These curves were fitted as the intersection of an initial power function, ascending polynomial ($d^5$ or $d^6$) and a descending polynomial branch ($d^4$ or $d^5$) after which the average of each part was calculated [Fig. 9]. Finally, because the test was load-controlled, a load-controlled quasi-newton (BFGS) procedure was implemented with load increments of 0.5 kN and convergence criteria according to the force (0.01) and energy (0.001) norms.

3.2 Results

The results of the numerical analysis of the non-corroded samples show good agreement with the experimental load-deflection curves [Fig. 10]. The average experimental bending capacity is 37.6 kN while the numerical is 37.2 kN. Additionally, the cracking pattern in the case of a fixed crack model agrees with that observed experimentally [Fig. 12], while that of the rotating crack model shows the formation of a splitting crack and an exaggerated propagation of the inclined cracks [Fig. 11]. Because shear cracking in beams without stirrups is resisted by the concrete, the shear retention factor ($\beta$) in the...
case of a fixed crack model plays the role of aggregate interlock, which stabilizes the propagation of the inclined cracks. Moreover, it was observed that a higher value of the shear retention factor changes the cracking pattern and increases the yield capacity since it tends to make the post-cracking concrete behaviour more ductile. The model yielded good agreements in terms of cracking and load capacity with $\beta=0.01$ and a tensile fracture energy $G_f=0.2 \text{ N/mm}^3$.

![Numerical and experimental load-deflection curves of the non-corroded beams.](image)

Fig. 10. Numerical and experimental load-deflection curves of the non-corroded beams.

![Formation of splitting cracks in the case of a rotating crack model.](image)

Fig. 11. Formation of splitting cracks in the case of a rotating crack model.

![Stable inclined cracks in the case of a fixed crack model ($\beta=0.01$).](image)

Fig. 12. Stable inclined cracks in the case of a fixed crack model ($\beta=0.01$).

4 **A Numerical model for the corroded beams**

After validating the behaviour of the non-corroded samples, the following section provides appropriate damage relations that are incorporated into the corroded beam models as a function of the measured corrosion level.

4.1 **Damage relations**

4.1.1 **Concrete material properties**

For the models of the corroded samples, the compressive strength at the age of the bending test was used while the uniaxial tensile strength at 28 days was used.

4.1.2 **Cross-section loss**

Cross-section loss due to pitting corrosion is modelled using the average section loss, called model 1, and the variable section loss, called model 2, as measured on the rebar segments [Fig. 3]. The yield strength and tensile strength of the rebar are linearly reduced while the ultimate strain follows an exponential reduction according to [12]. It has been observed that an overestimation occurs when disregarding the reduced material properties while the chosen reduction models provided good predictions. For both models, [Fig. 13], the initial stage shows similar stiffness while the post-crack localization phase shows a slight reduction for model 2. The crack pattern does not correspond well with the experiment since that of the models does not show the formation of splitting cracks [Fig. 14]. The cracking pattern of model 1 was similar to the non-corroded case. In the case of the variable section loss, model 2, the cracking pattern was slightly non-symmetric and showed that only one of the middle cracks widened.
Concrete cover cracking due to the pressure build-up of the rust causes a decrease in the bond strength in addition to shifting the failure mode from pull-out to splitting. Kagermanov et al. [10] showed that the effect of bond loss is secondary and associated with splitting mode of failure of the beams. For the present model, the residual bond strength ($\tau_r$) is calculated as follows. (1) the amount of mass loss ($\Delta A$) to cause surface cracking ($A_{cr}$) is calculated according to [13]. This is done because the beams have smaller cover compared to the prisms of the pull-out tests [11] and thereby they crack at a lower corrosion level. (2) Because the calculated period until cracking of 6 days is relatively short, it is assumed that no increase in bond strength is observed. (3) The bond degradation is assumed to follow a decreasing power law ($\tau=\alpha A^{-\gamma}$) with $\alpha$ and $\gamma$ to be determined. (4) $\gamma$ is calculated from the pull-out testing while $\alpha$ is calculated from point ($A_{cr}$,1). For the present study, this results in the following equation: $\tau=0.9\Delta A^{-0.2}$ [Fig. 15]. Finally, the corroded bond-slip curve is assumed to ascend linearly on the non-corroded curve up to the calculated $\tau$ after which it decreases following $\tau=\alpha's^{0.6}$ [Fig. 16]; $\alpha'$ is calculated from point $\tau$ and its corresponding slip (denoted $s$) on the non-corroded curve.

After inputting the degraded bond-slip curves to model 1, the shear and normal stiffnesses of the bond-slip interface were adapted to the values given by the slope of the linear ascending part. The resulting load-deflection curves of model 3 are shown in Fig. 17. Slight changes in terms of stiffness along with a slight increase in the yield capacity can be observed. It is also noticed that the cracking pattern changes towards the formation of a single wide crack in the middle [Fig. 18]. Yet, formations of widely spaced cracks and splitting cracks were not noticed from adapting the bond-slip behaviour.
Fig. 15 Determining the residual bond strength based on [11].

Fig. 16 Bond deterioration curves for $\gamma = -0.2$.

Fig. 17 Numerical and experimental load-deflection curves with average section loss and bond loss [model 3]. [unmarked curves=experimental]

Fig. 18 The crack pattern of 10R1 in case of model 3.

4.1.4 Comparing the different models

The three modelling approaches show slight differences regarding the stiffness and the yield capacity with more difference regarding the crack pattern. But, considering the stochastic nature of the corrosion process and the cracking of the concrete cover, the three approaches seem to correctly fall within the range for each corrosion level (based on two samples for each level) [Fig. 19]. Moreover, the calibrated bond deterioration model affects the stiffness and the cracking pattern, yet it does not trigger the formation of splitting cracks as observed experimentally. The reason can be due to the rate of cracking which is more severe for the beams than the pull-out samples. Consequently, the degradation rate ($\gamma$) needs to be calibrated based on the level of cracking. Even though using damage relations related to the steel is seen to be sufficient to predict the structural capacity, calibrating a degraded bond-slip relation is important. It can probably assist in predicting the early formation of splitting cracks in the case of beams with insufficient shear resistance. Finally, it should be noted that the current research does not include local pit modelling, as no rebar rupture was observed in the experiments. Additionally, the simple bending setup and singly reinforced beams do only allow an initial evaluation of the numerical predictions, and more complex load conditions and rebar lay-outs are required for a detailed evaluation.
Fig. 19 Comparing the different models for the case of 5R1 and 15R1. [unmarked curves=experimental]

5 Conclusion

The paper presented a modelling approach for singly reinforced concrete beams validated on experimental results done by the author. The damage to the steel section can be taken as average uniform loss which should be coupled by an adequate damage law to account for the reduction in the rebar’s tensile and ultimate strength and the ultimate strain. Considering the bond degradation by the approach presented provides bond deterioration curves as a function of the corrosion level. Yet, the change in the cracking pattern, as observed experimentally, was not reproduced by the bond loss model and it did not affect the ultimate capacity. Furthermore, while the current modelling approach yields good predictions, the shift in cracking can be investigated by studying its sensitivity to the reduction of the tensile strength of the cracked cover and higher degradation rates of the bond law. Finally, the sensitivity of the model to the variability in the cross-section loss can be further assessed using a smaller discretised length of the rebar, which is of importance for high corrosion levels where rebar rupture might occur.
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Previous fib International PhD Symposia

1st fib International PhD Symposium in Civil Engineering
May 1996, Technical University of Budapest, Budapest, Hungary
Order info:
Balazs, Gyorgy (Ed.)
Sokszorositotta a Muegyetemi Kiado
Fedelos vezeto: Veress Janos
Munkaszam: 96-Mk10
E-mail: fib@eik.bme.hu
ISBN 963 420 504 6

2nd fib International PhD Symposium in Civil Engineering
August 1998, Technical University of Budapest, Budapest, Hungary
Order info:
Balazs, Gyorgy (Ed.)
Publishing Company of Technical University of Budapest
Head: Janos Veress
Offset printing No: 98-0134
E-mail: fib@eik.bme.hu
ISBN 963 420 560 7

3rd fib International PhD Symposium in Civil Engineering
October 2000, University of Agricultural Sciences Vienna, Austria
Order info:
IKI - Institute for Structural Engineering
BOKU – University of Agricultural Sciences
Peter Jordanstr. 82, A-1190 Vienna, Austria
Phone: +43 1 47654 5250
Fax: +43 1 47654 5292
E-mail: lilo@iki.boku.ac.at
ISSN 1028-5334

4th fib International PhD Symposium in Civil Engineering
September 2002, Technische Universitat München
Universitat der Bunesehr München, München, Germany
Order info:
Springer-VDI-Verlag GmbH & Co. KG
Düsseldor, Germany
ISBN 3-935065-09-4
5th fib International PhD Symposium in Civil Engineering

June 2004, Delft University of Technology, Delft, The Netherlands

Order info:
W. Sutjiadi
Faculty of Civil Engineering and Geosciences
Delft Univ. of Technology
Stevinweg 1, 2628 CN Delft, The Netherlands
Tel: +31 15 278 4665
Fax: +31 15 278 7313
E-mail: w.sutjiadi@ct.tudelft.nl
ISBN Vol 1: 90 5809 677 7
ISBN Vol 2: 90 5809 678 5

6th fib International PhD Symposium in Civil Engineering

August 2006, ETH Zurich, Zurich, Switzerland

Order info:
fib secretariat
Case Postale 88
CH-1015 Lausanne, Switzerland
Phone: + 41 21 693 2747
Fax: + 41 21 693 6245
E-mail: fib@epfl.ch

7th fib International PhD Symposium in Civil Engineering

September 2008, University of Stuttgart, Stuttgart, Germany

Order info:
PhD Symposium Secretariat
IWB Universitat Stuttgart
Pfaffenwaldring 4
70569 Stuttgart, Germany
Phone: +49 711 685 63320
Fax: +49 711 685 67681
E-mail: stumpp@iwb.uni-stuttgart.de

8th fib International PhD Symposium in Civil Engineering

June 2010, Technical University of Denmark, Kgs. Lyngby, Denmark

Order info:
Technical University of Denmark
Department of Civil Engineering, Brovej, Building 118
DK-2800 Kgs. Lyngby, Denmark
Phone: + 45 45 25 17 00
Fax: + 45 45 88 32 82
E-mail: byg@byg.dtu.dk
9th fib International PhD Symposium in Civil Engineering
July 2012, Karlsruhe Institute of Technology (KIT), Karlsruhe, Germany
Order info:
KIT Scientific Publishing
Strasse am Forum 2
D-76131 Karlsruhe
Germany Phone: + 49 721 608 43104
Fax: + 49 721 608 44886
E-mail: info@ksp.kit.edu
Available as download at: http://www.ksp.kit.edu

10th fib International PhD Symposium in Civil Engineering
July 2014, Universite Laval, Quebec, Canada
Order info:
Research Centre on Concrete Infrastructure (CRIB)
Universite Laval
Quebec (Quebec)
Canada, G1V 0A6
Phone: +418-656-3303
E-mail: josee.bastien@geci.ulaval.ca
Available as download at: https://www.fib-phd.ulaval.ca

11th fib International PhD Symposium in Civil Engineering
August 2016, The University of Tokyo, Japan
Order info:
The University of Tokyo
7-3-1 Hongo, Bunkyo-ku
113-8656, Tokyo, Japan
Phone: +81-3-5841-6010
E-mail: fib-phd2016@concrete.t.u-tokyo.ac.jp
Available as download at: http://concrete.t.u-tokyo.ac.jp/fib_PhD2016/
ISBN 978 4 9909148 0 6

12th fib International PhD Symposium in Civil Engineering
August 2018, Czech Technical University in Prague, Czech Republic
Order info:
Czech Technical University in Prague
Jugoslávských partyzánů 1580/3
160 00 Prague 6 - Dejvice
Czech Republic
Available as download at:
www.fib-international.org/publications/fib-proceedings.html
ISBN 978-80-01-06401-6

Edited by: Fabrice Gatuingt & Jean-Michel Torrenti

The fib, Fédération internationale du béton, is a not-for-profit association formed by 45 national member groups and approximately 1000 corporate and individual members. The fib’s mission is to develop at an international level the study of scientific and practical matters capable of advancing the technical, economic, aesthetic and environmental performance of concrete construction.

The fib was formed in 1998 by the merger of the Euro-International Committee for Concrete (the CEB) and the International Federation for Prestressing (the FIP). These predecessor organizations existed independently since 1953 and 1952, respectively.